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Abstract

In this paper, we present APOLN (Analizador Parcial de Oraciones en Lenguge
Natural): a partia parser of unrestricted natural language sentences based on fi-
nite-state techniques. Partial parsing has been used in severa applications. syn-
tadic parsing of unrestricted texts, data extradion systems, madine translation,
solving the atachment ambiguity, speech recognition systems, text summariza-
tion, etc. The main attractivenessof partial parsing is that is able to hande unre-
stricted sentences, that contain lexicad errors or that present constructions not ac-
cepted by the defined grammar. Partia parsing is an aternative to the definition d
wide mverage grammars whaose definition is an expensive and complex task and
that present well-known problems guch as overgeneration, undergeneration and
ambiguity. We present APOLN as a todl that can be used to construct syntadi-
cdly annaated corpora from lexicdly tagged corpora. We dso present the results
(predsion and recall rates) of applying APOLN on urrestricted Spanish corpora,
and haw tagging errors influence the performance of the parser.



1 Introduction

One of the aurrent focuses of reseach within natural language processng is the partial and ro-
bust parsing of sentences in ratura language. Partial parsing is a technique that aim to recover
syntactic information efficiently and reliably from unrestricted text by sacrificing the cmpleteness
and depth of andysis [Abney97]. Partia parsing uses more robust and more efficient algorithms
than global parsing. It works with smpler grammars usually defined with regular patterns. Moreo-
ver, it handes mecdhanisms that alow us to continue the analysis in spite of nonunderstandable
segments of words.

Whil e the output of a global parser is a cmmplete analysis tree, if the sentence is syntacticdly
correct, a partial parser postpores the atachment dedsions between grammaticd constituents if it
does not have enough information. In this case, the output is a forest of subtrees which are nat in-
terleaved, that is, the trees do nd share any nodes. Each treerepresents a parsed fragment of the in-
put. Segments of words that have nat been recognized appear between the subtrees.

One of the gplicaions of partial parsing is the syntactic parsing of unrestricted corpora. Partial
parsing can be used as a first step to construct a syntadicdly parsed corpus (with complete analysis
trees). An overview of the main appli cations of partial parsing can be seenin [Molina98].

2 System Description

APOLN alows for syntadic parsing of unrestricted text. APOLN is an incremental parser
based on finite-state techniques (see [Abney96|, [Ait-Mokhtar97], [Chanod9q, [Ejerhed88).
APOLN processes a set of levels. At each level a set of syntadic structures is recognized and the
output produced by alevel i istheinpu to the next level i+1. A level is defined by a set of patterns
using regular expressions.
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Figure 1: APOLN scheme

Figure 1 shows an overview of the system. The first step is the lexicd tagging performed by
the POStagger described in Figure 2. The Tagged Sentence and an Ordered Set of Patterns which
isdivided into n levelsformstheinpu to the Leve Processng modue. The inpu to thefirst level is
aTagged Sentence. The inpu to alevel i isthe Interpretation produced by level i-1 (I;.1). The out-
put of the system is a Set of Partial Interpretations that represents the syntactic parse of the Sen-
tence using bracketed format.

Each set of patterns of a spedfic level is compiled into a deterministic finite auttomaton (DFA).
When the Recognizer modue is exeauted for aleve i, it takes |;.; and the DFA; as input. The output
(I;) represents the input in which the longest sequences of symbadls that match a pattern (longest
match, [Abney96]) have been identified using bourdary markers and syntadic tags. The final state
readed determines the matched pattern.
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The morphosyntadic fedures are necessary to parse sentences corredly. Also, they help to
solve some parsing errors which are caised by the goplicaion d the longest match heuristic. There-
fore, our approach includes actions within the definition d the patterns, by means of agreement op-
erator and inheritance operator. The agreement operator means that the transition between two
states of the DFA is possble when the compatibility condtion between two fedure structures is
true. The inheritance operator indicates the feaures that have to be inherited from one level to
higher levels.

2.1POS Tagger description

A tagger can be mnsidered as a trandlator that inpus grings from a certain language (Unre-
stricted Text) and ouputs the crrespondng sequence of lexicd tags or grammatica caegories
(Text tagged). Generally, these cdegories are taken from a set defined previously by linguistic aite-
ria. When aword can be assgned to dfferent lexicad caegories, the disambiguation is lved by
using the information d the context in which this word appears. Figure 2 shows an scheme of the
tagger used.
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Figure 2: POStagger description

The tagging process invalves two knowledge sources: the languag model (LM), which de-
scribes the possble (or probable) sequencing of the categories, and the lexical model which repre-
sents the relationships between the vocabulary of the goplicaion and the set of categories.

The language model used is a stochastic regular grammar or finite-state aitomaton leant auto-
maticdly from data (sequences of categories C) using gaammaticd inference techniques; in par-
ticular, we have used the ECGI agorithm, [Roulot89], [Prieto92]. The model leant generali zes the
sequence of POS strings in the training corpus. In order to increase the cverage of the ECGI
moded, it has been smoacthed by linea interpolation with a simple bigram model. The interpalation
fador has been estimated experimentally. Then, a renormalization processis applied in order to
maintain the stochastic consistency. A more detail ed description can be seen in [Pla98].

The lexicd modd has been estimated as usua from a manually tagged corpus (W,C) by com-
puting words, categories and words per category frequencies.
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MACO+ [Carmona98], is a moduar morphdogical anayser that initially perform a proper
segmentation d the inpu text into tokens. It identifies punctuation marks, lexicd units, dates, ab-
breviations, numbers, proper nours, etc. Also, it supgiesall the possble lexica tags for every token
deteded. Then, the lexicd probability of each ouput token given by MACO+ is calculated taking
into accourt the Lexicd Model.

Finally, the tagging processis caried ou by Dynamic Progranming Deading (DPD), taking
asinput the output tokens of MACO+ with their respedive lexicd probabiliti es.

2.21nput Patterns Description

Patterns represent the syntadic constituents that shoud be identified from the input sentence.
The symbadls all owed for defining a pattern of level i are whatever lexicd tags and whatever pattern
which are defined at a previous level. In this way, patterns are nonrecursive which allows for in-
cremental parsing.

We have used the usual operators for the definition d the patterns. concaenation, Kleene do-
sure (*), pasitive dosure (+), union (]), one or more caes (?), and parentheses. The set of patterns
defined is a set of regular definitions which are grouped by levels. Each level can be defined by
several patterns. Figure 3 shows the scheme for a certain level i, where p;; is a symbol that repre-
sents the j syntadic structure expressed at level i, and r;; is the regular expresson that defines the
pattern using the indicated operators and the nonrecursivity constraint.

Level1 /lcomment

p.1-> i1 //comment
R 2-> ri 2 //comment

Pin-> Iin //lcomment

Figure 3: Level definition scheme

Patterns can correspondto syntactic constituents such as noun phiases, adjective phrases, etc. or
can be used to identify specific occurrences such as dates, entities, spedfic expressons, etc. which
could be useful in data extradion systems.

2.3Input and output string format description

Inpu and output formats is bradketed text, which is smilar to the format used for parsing large
corpora of text, e.g. Penn Tredbank [Marcus93]. The input and the output of eadh level of process-
ing is compaosed of a sequenceof symbalss; s; ... Sy, Where each s can be alexical tag, a pattern
defined at a previous level, or a boundry mark (beginning, [, or ending, ], marks). A pattern sym-
bal always appears after an ending mark. So,if s1 S, ... Sy, iISaninpu string, p is apattern of level i,
given that there exists a sequence of k symbadls that matches p; from pasition j, the output would be
the sequence 51 & ..[ S§ S+1...S+k1 ] Pi... Sm. Figura 4 represents a sentence which has been parsed
after two levels of processng

. La TD [ crisis NC ] NSN de SP [ Mayo NP ] NSN del SP 68 Z [ producira VMI ] NSV
Levd i ciertos AQ [ cambios NC ] NSN relevantes AQ en SP los TD [ centros NC ] NSN de SP
[ interés NC]NSNde SPIlaTD [ politica NC ] NSN cultural AQ . Fp
* SN > TD? AQ* NSN AQ* Pattern
[La TD cr|5|s NC] NSN& SN de SP [[ Mayo NP ] NSN] SN del SP 68 Z [ producira
di+l VMI ] N ciertos AQ [ cambios NC ] NSN relevantes AQ ] SN enSP[ los TDE
Levdi centros NC] NSNJ SN de SP [ interés NC ] NSN ] SN de SP[laTD [ politica N
] NSN cultural AQ
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Figure 4: Parsed sentence

2.4Compiling and Inheriting Feature Structures

The morphosyntadic feaures are necessary to parse sentences corredly. For instance premodi-
fiers and noun phase head must agree in gender and number, the subjed must agree with main
verb, etc. Moreover, the use of morphosyntadic feaures can solve some parsing errors which are
caused by the gplicaion d the longest match heuristic.

2.4.1 Compiling Feature Structures

One posgble solution would be to use lexicd tags that contain morphaosyntactic informa-
tion.This suppases defining many patterns, ore for each correct combination o features.

Our approach consists in including adions within the definition d the patterns, by means of a
new operator, called agreement operator. This means that the transition ketween two states of the
DFA is posshble when the compatibili ty condtion between two feature structuresis true (e.g. gender
and number agreanent). The aurrent state stores the feaures associated to the last read symbadl. The
transition would be possble if the stored features were compatible with the features of the aurrent
symbal.

The agreament operator, naed by &, indicaes the patterns in which the cmpatibility chedk
shoud be dore. The operator & isused inthisway: & = r. Forinstance, &NSN = (NC | NP)*
this means that NC (comnon noun and NP (proper noun constituents must agreeto form a NSN
(noun lead). We extend the DFA to include features and a compatibili ty check in transitions. The
extended DFA isa5-tuple (X, Q, (do, ro), F.3), where

%, isthe dphabet (lexicd tags and patterns symbal)

Q, isthe set of states. Each state is the pair (q;,ri), where g identifies the state andr; isthe &

sociated Feaure Structure.

(o, ro) € Q, istheinitial state containing an initial Feature Structure ro,.

FcQ, isthe set of final states and & is the transition function that is defined as:

8((ck.1i).9) = (¢, rme(ri rasgo(s)) if compatible(, rasgo(s)): (g, 1), (61, 1) € Q. € 3,
rasgo(s) returns the feature structure asociated to symbad s.
rme(r;, r;) returns the most spedfic or restricting fegure between r; and;
compatible(ri,rj) ched the compatibili ty between the feguresr; andr;.

The DFA compiled from &NSN - (NC | NP)+ is ({NC,NP}, {(q0,r0), (q1,r1)}, (q0,r0), {(q1,
r1)},d) wheresdis:
3((g0y0),NP) = (g1, rme(rO,rasgo(NP))) if compatible(r0,rasgo(NP) )
3((q0y0),NC) = (g1, rme(rO,rasgo(NC))) if compatible(r0,rasgo(NC) )
3((q1r1),NP) = (g1, rme(rl,rasgo(NP))) if compatible(rl,rasgo(NP) )
3((q1r1),NP) = (g1, rme(r1,rasgo(NC))) if compatible(rl,rasgo(NC) )
This technique dlows us to check morphosyntadic agreement using the feature information

contained in lexicd tags. Moreover, it could be extended to athers such as smantic features to ver-
ify semantic compatibility between constituents.



2.4.2 Featurelnheritance

Patterns must inherit the feaures associated to their constituents. These fedures are necessary
a higher levels where the patterns become anstituents of other patterns. In genera, a pattern in-
herits the feaures of its head, e.g. the pattern NSN = (NP | NC)+ will i nherit the features of NC or
NP. The inheritance operator, naed by $, indicaes the symbad which the features are inherited
from, e.g. NSN =2 ($NP | $NC)+.

4 Experimental Results

In order to test our system, we have used the Spanish corpora CPirdpides and LEXESP.
CPirapides is asimple arpus consisting of 5 Kw. On the contrary, LEXESPis a multidisciplinary
corpus, which contains 5.5 Mw of written material, including general news, sports news, scientific
articles, etc. LEXESP presents more complex sentences than CPirapides.

The tagset used in bah corpora is composed of 62 PAROLE tags [Marti98]. The syntadic
structures identified were Noun Phrase (SN), Verbal Heads (NSV), Prepaositional Phrase (SFR),
Adjedive Phrase (SADJ), Infinitive Heads (NSVI), Adverbial Phrase (SADV), Conjunctions and
Relative Pronours (SUB).

In this work we have redefined the set of nonreaursive patterns used in the preliminary ex-
periment presented in [Molina99] in order to increase the mverage of the parser. It is sowed in
Figure 5.

Level 1
NSV -> (VMIVMSVMCIVMM VAIVASIVACV AM)CS(VMNVAN)(VMG|VMP)?
NSV -> PP?PP((VMIVMSIVMCIVMM)(((VMNVAN)(VMGVAGVMP)?) (VMG |
VAG))?)|(VAIIVASVACVAM)(VMPVAPIVMNIVAN)* (VMG | VAG)?))
NSV -> (VMGVAG)
NSVI -> (VMNVAN)(((CCIFc) (VMN|VAN))* CC (VMN | VAN))?
SADJ-> RG? (AQ | VMP) (((CC[Fc) RG? (AQ | VMP))* CC RG? (AQ | VMP))?
NSN -> (NP (((CCJFc) NP)* (CC NP))?) | (NC (((CCJFc) NC)* (CCNC))?)+
Level 2
->TD (PX|Pl) (AQVMP)?
-> DI (PPAPI|PD|PO)
-> (DD|DPIDT|DE|DIDO[TD[TI|(MC* (CC MC)?)[MO)* (SADJ?|Z? | RG) NSN SADJ?
-> (PAPD|PX |PI|PT|PO)|((DD|DP|DT|DE|DI|DO[TDITI) PO)
-> (DD|DPIDT|DE|DIDO[TD[TIMO)* (Z]| W | MC* (CC MC)?)
->TD SADJ
Level 3
SPR -> SP TD? (PAPI) DO
SPR -> SP SN
SPR -> SP SADJ
SPR-> SPNSVI
Level 4
SUB -> (SP? CS)|(SP? TD? PR)
Level 5
SADV -> (SPRG) | (RG RG?)
Figure 5: Levels of patterns

A subset of LEXESP has been used to lean the language model and the lexicd model of the
tagger. It consists of 75 Kw manually tagged words. CPirdpides and a subset of LEXESP (3 Kw)
has been used to test our system.

We caried ou two kinds of experiments. In the first one we have considered as inpu a text
withou tagging errors (Manually Correded Tagging, CT) in arder to evaluate only the performance
of the syntadic parser. In the second e, we have used APOLN taking as input the output of our
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tagger (Tagger Output, TO). In Table 1 and Table 2, we summarize predsion' an recal? rates per
pattern oltained in the experiments defined abowve.

We have revised the arors produced by the parser in bah experiments. In CT experiments (Ex-
periment 1 and Experiment 3) the most common errors are due to identify incorredly adverbia lo-
cutions and some aljedive phrases. Also, some mmpound nous and compoundadjedive phrases
are incorrectly attached. We can na solve this kind o ambiguity with the information provided by
the lexicd tags, because it would be necessary other information sources (e.g. semantic or contex-
tual information). Moreover, in TO experiments (Experiment 2 and Experiment 4) the performance
of the parser decreases because of the tagging error (0.8% in CPirdpides and 3.0% in LEXESP.
The most usual errors of the tagger are to confuse: adjedives and nours, adjedives and verbs and
adjedives and adverbs. Mainly, this affeds to the predsion and recall of SADJ.

Corpus CPirépides NSV [NSVI | SN SUB |SPR |SADJ |SADV

Experiment1 |Predsion (%) | 99.6| 100.0f 99.0| 100.0 99.0( 100.0] 95.2

CT + APOLN |Reall (%) 97.7| 100.0f 98.5| 94.7| 98.7| 66.7| 95.2

Experiment2 |Predsion (%) | 99.6] 100.0f 98.5] 94.1] 98.3] 66.7| 94.7

TO + APOLN |Reall (%) 97.1/ 100.0, 97.6| 84.2| 95.5| 66,7 85.7
Table 1: Predsion and recall for CPirapides

CorpusLEXESP NSV |NSVI |SN SUB |SPR |SADJ | SADV

Experiment 3 | Predsion (%) | 97.6/ 100.0f 98.9| 100.0 96.3| 77.6| 100.0

CT + APOLN |Reall (%) 97.6/ 100.0f 97.5/100.0, 95.8] 80.9| 97.6

Experiment4 |Predsion (%) | 94.3| 85.7] 92.0| 99.4| 92.9] 64.2| 95.0

TO +APOLN |Reall (%) 94.7/ 100.0, 89.4|100.0, 92.4| 72.3| 92.7
Table2: Predsion and recall for LEXESP

4 Conclusions and Future Work

In this paper we have presented an incremental partial parser based on finite-state machines,
that is able to identify syntactic structures on wnrestricted text. The experiments performed have
given good results identifying phrases, although the anourt of avail able test set (supervised and
syntactically parsed text) could be scarceto provide statisticdly significant results.

Moreover, we are developing a parsing system that allows us to completely parse an urre-
stricted corpus. The system use APOLN as first step of processng. The entire parsed corpus could
be useful as an information source for treaing linguistic phenomena and for developing inductive
methods based oncorpus.

! Predsion: total number of corred tags given by the parser / total number of tags given by the parser * 100

2 Recdl: total number of corred tags given by the parser / total number of tagsin reference orpus* 100
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Appendix: Examples of usual parsing and taggng errors.

Wrong Tag: NC 2>AQ

[ EstaDD envidiaNC] SN[ deSPlaTD que PR] SUB [ todes Pl ] SN [ somos VAI ] NSV [
victimasNC ] SNy CC [ verdugos AQ ] SADJ [ se PPhaVAI cebadoVMP] NSV [ en SPti PP]
SHR [ singularmente RG] SADV , Fc....

...[ victimasNCy CCverdugosNC] SN ...

Wrong Tag: RG 2>AQ

[ No RG] SADV [ estoy VMI ] NSV [ seguro RG] SADV [ de SPque PR ] SUB [ las TD
generaciones NC ] SN [ de SPhoy RG] SADV [ sepan VMS] NSV [ del SP poderoso AQ influjo
NC] SPR...

...[ seguro AQ] SADJ ...

Wrong Tag: VMS 2> AQ

Y CC| entre SPsus DP disfracss NC] SFR[ noRG ] SADV [ esVAI] NSV & TD [ menos
RG] SADV [ frecuente VMS] NSV e TD [ de SPIaTD ideologiaNC] SFR . Fp

...[ & TD menos RG freauente AQ] SN ...

Wrong Tag: AQ - NC

[UnTI cuartoNC] SNy CC [ ultimo AQ punto NC ] SN [ me PPpareceVMI ] NSV [ in-
teresante AQ | SADJ[ destaca VMN ]| NSVI [ aSPeste DD respedo NC ] SFR ( Fap [ como CS ]
SUB [ lo PPhe VAI hecho VMP] NSV [ en SPmi DP mencionado VMP libro NC El_Continente
NPvado AQ] SFR) Fcp . Fp

[ Un Tl cuarto AQ y CCultimo AQ puntoNC] SN ...

Syntadic Error: CompoundNoun

[ ParaSPevitarlo VMN ] SPR, Fc [ conspicuos AQ fascistasNC ] SN, Fc [ monarquicos AQ ]
SADJ[ aSPIlaTD violetaNC ] SFR, Fc [ marxistas AQ ] SADJ[ de SP provincias NC y CC
catolicos NC wojtilianos AQ ] SFR [ se PP han VAI venido VMP confabulando VMG ] NSV |
en_ eso RG] SADV [ queCS] SUB [ ahoraRG ] SADV [ llaman VMI ] NSV [ padoNC] SN[ a
SPIaTD griegaNC ] SFR ...

...| de SP provinciasNC ] SPRy CC|[ catdlicos NC wojtilianos AQ ] SN ...
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Syntadic Error: CompundAdjedive

[ NoRG] SADV [ estoy VMI ] NSV [ seguro RG] SADV [ de SPque PR ] SUB [ las TD gen-
eradones NC ] SN [ de SPhoy RG] SADV [ sepan VMS ] NSV [ del SP poderoso AQ influjo
NC] SPR, Fc[ inteledual AQy CC moral AQ ] SADJ, Fc[ que CS] SUB [ tu DP magisterio
NC universitario AQ ] SN [ gercio VMI ] NSV [ sobre SPla TD disidencia NC juvenil AQ ] SFR

...[ del SP poderoso AQ influjo NC, Fcinteledual AQy CC moral AQ] SPR ...

Syntadic Error: Adverbia Locution

Y CC[ esVAI ] NSV [ sobre SPesto PD ] SFR [ sobre SPlo PP] SPR[ que PR] SUB, Fc|

resuelto VMI ] NSV [ e TD breve AQ paréntesisNC ] SN [ de SPmisDP catasNC ] SPR, Fc |
me PPgustariaVMC ahordar VMN ] NSV un Tl [ poco RG masRG ] SADV . Fp

..[ Un_paco masRG ] SADV ...



