Language Understanding using Two-level
Stochastic Models with POS and Semantic Units

F. Pla, A. Molina, E. Sanchis, E. Segarra, and F. Garcia

Universitat Politecnica de Valéncia
Departament de Sistemes Informatics i Computacié
Cami de Vera s/n 46020 Valéncia (Spain)

{fpla,amolina,esanchis,esegarra,fgarcia}@dsic.upv.es

Abstract. Over the last few years, stochastic models have been widely
used in the natural language understanding modeling. Almost all of these
works are based on the definition of segments of words as basic semantic
units for the stochastic semantic models.

In this work, we present a two—level stochastic model approach to the
construction of the natural language understanding component of a di-
alog system in the domain of database queries. This approach will treat
this problem in a way similar to the stochastic approach for the detec-
tion of syntactic structures (Shallow Parsing or Chunking) in natural
language sentences; however, in this case, stochastic semantic language
models are based on the detection of some semantic units from the user
turns of the dialog. We give the results of the application of this approach
to the construction of the understanding component of a dialog system,
which answers queries about a railway timetable in Spanish.

1 Introduction

Language Understanding systems have many applications in several areas of
Natural Language Processing. Typical applications are train or plane travel in-
formation retrieval, car navigation systems or information desks. In the last few
years, many efforts have been made in the development of natural language
dialog systems which allow us to extract information from databases. The inter-
action with the machine to obtain this kind of information requires some dialog
turns. In these turns, the user and the system interchange information in order
to achieve the objective: the answer of a query made by the user. Each turn (a
sequence of natural language sentences) of the user must be understood by the
system. Therefore, an acceptable behavior of the understanding component of
the system is essential to the correct performance of the whole dialog system.

There are different ways to represent the meaning of natural language sen-
tences in the domain of database queries. One of the most usual representations
in tasks of this kind is based on frames. In a frame, we can represent a user turn
of the dialog as a concept (or a list of concepts) and a list of constraints made
over this concept.
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Many works in the literature use rule-based techniques in order to obtain the
translation of a user turn into the corresponding frame. They are mainly based
on the detection of keywords, which characterize the semantic constituents of the
sentences. Other approaches are based on statistical modeling. Over the last few
years, stochastic models, which estimate the models automatically from data,
have been widely used in natural language understanding modeling [6] [12] [7]
[14].

Almost all of these works are based on the definition of segments of words
as basic semantic units for the stochastic semantic models. In most of them,
the definition of classes of words is necessary in order to obtain high coverage
models from the given data, (The problem of the lack of training data is always
present when automatic learning techniques are used). This approach to the
natural language understanding problem presents a strong parallelism with the
stochastic approach applied in recent years [2][8][9] to the problem of tagging
texts, when the objective is not only to associate POS tags to words but to detect
some syntactic structures such as NP, VP, PP, etc. In the first case, the segments
represent semantic units and, in the second one, they represent syntactic units.

In this work, we present a two—level stochastic model approach to the con-
struction of the natural language understanding component of a dialog system
in the domain of database queries. This approach will treat this problem in a
way similar to the stochastic approach for the detection of syntactic structures
(Shallow Parsing or Chunking) in natural language sentences. However, in this
case, stochastic semantic language models are based on the detection of some
semantic units from the user turns of the dialog. We describe the application of
this approach to the construction of the understanding component of a dialog
system, which answers queries about railway timetable in Spanish.

2 System Overview

The dialog system has been developed in the BASURDE project [1], and it
follows a classic modular architecture. The input of the understanding module is
a sequence of words, and the output is the semantic representation of the sentence
(one or several frames). This output constitutes the input to the dialog manager,
which will generate the corresponding answers following the dialog strategy.
The knowledge sources used by the understanding module are the syntactic and
semantic models, and, optionally, the dialog act predicted by the dialog manager.

The semantics of input sentences is represented by frames [13], like in other
dialog systems [5]. Each type of frame has a list of cases associated to it. These
cases, which will be filled through the understanding process, are the constraints
given by the user. We consider two types of frames: task—-dependent, if the sen-
tence is a complete or incomplete query, or a confirmation of some information
and task—independent, if the sentence is an affirmation, negation, courtesy, etc.

Each sentence can be represented by one or more frames. In the railway
timetable task, a list of 11 types of frames and 22 cases were defined. An example
of an input sentence and the corresponding frames are:
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INPUT SENTENCE: Yes. I would like to know the price and the type

of the train that leaves at 23 hours and 5 minutes.
OUTPUT FRAMES:

(AFFIRMATION)

(PRICE)

DEPARTURE-TIME: 23:05

(TYPE)

DEPARTURE-TIME: 23:05

The understanding process consists of two phases, (see Figure 1). In the first
phase, the input sentence is sequentially transduced into a sentence of an inter-
mediate semantic language [11], and, in the second phase, the frame or frames
associated to this sentence are generated. The models used for the sequential
transduction are stochastic models, which are automatically learnt from train-
ing samples. Some rules are applied in the second phase in order to obtain the
corresponding frames from the semantic sentence.

| Sequence of pairs:
nput sentence Orthographic/Semanti¢  Segment/Semantic unit X
— Frame Generation ——»

Decoding

Frame

Fig. 1. General Description of the Understanding Process

The intermediate semantic language is defined over a vocabulary of semantic
units. Each semantic unit stands for a specific meaning. Due to the fact that the
defined semantic language is sequential with the input language, we can perform
a segmentation of the input sentence into a number of intervals which is equal
to the number of semantic units in the corresponding semantic sentence. An
example of segmentation of an input sentence is:

Input sentence:
me podria decir los horarios de trenes para Barcelona
(can you tell me the railway timetable to Barcelona)

Spanish English
u1= me podria decir vi=consulta u1= can you tell me v1= query
uo= los horarios de trenes vo=<hora_salida> uo= the railway timetable vo=<departure_time>
ug=para vz=marcador_destino|uz= to vz=destination_marker
us=Barcelona va=ciudad_destino us= Barcelona va=destination_city

3 General Description of the Two-level Stochastic Models

In order to implement the first phase, we propose an approach based on a two-
level stochastic model. This model combines different knowledge sources at two
different levels. The top level models the intermediate semantic language, that
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is, the set of sequences of semantic units. The lower level represents the internal
structure of each semantic unit in terms of the linguistic units considered (words,
POS, lemmas, etc.). The formalism [9] that we use for the models in the two
levels is finite-state automata. To be exact, we use models of bigrams which
are smoothed using the back—off technique [4] in order to achieve full coverage
of the language considered. The bigram probabilities are obtained by means of
the SLM TOOLKIT [3] from the sequences of different units in the training set.
They are then represented as finite-state automata.

All these models are estimated from a corpus of sentences which are seg-
mented in semantic units. From this training set, we learn the following models:

@C%

(b) Model for the Semantic Unit ‘'Si’ (c) Integrated LM

Fig. 2. Integrated Language Model

— The Semantic Language Model (Figure 2 (a)), that is, a bigram model which
represents the concatenation of semantic units (semantic units are associated
to states in the figure). This model is learnt from the sequences of seman-
tic units associated to each sentence of the training set. The sequence of
semantic units in the above example is:

consulta <hora_salida> marcador_destino ciudad_destino
(query <depart_time> destination_marker destination_city)

— The Models for the Semantic Units. The structure of each semantic unit
can be established directly in terms of words (word bigram models). This
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approach produces models that are very big and very dependent on the
vocabulary of the application. For this reason, we propose an alternative
method based on POS tags. To do this, we use a Spanish POS tagger [9]
which supplies the corresponding POS tag for every word. In this situation,
we obtain a new training set annotated with morphological information. For
each semantic unit we learn a HMM in which the states represent POS tags
and the words are emitted from them according to certain lexical probability
(Figure 2 (b)). This HMM is estimated from the segments of POS associated
to this semantic unit.

Once the different models have been learnt, a regular substitution of the
lower models into the upper one is made. In this way, we get a single integrated
model (Figure 2 (c)) which shows the possible concatenations of semantic units
and their internal structure. This integrated model includes the transition prob-
abilities as well as the lexical probabilities.

In order to obtain a more accurate modelization of the semantic units, we
used a technique to enrich the HMM [10]. This technique consists of incorpo-
rating new categories to the POS tag set. These new categories are strongly
related to some selected words, which can be established empirically from the
training set or following other criteria. We obtain lexicalized models with this
process. Although this lexicalization produces more complex models, semantic
units models are improved. For instance, if we lexicalize the prepositions ‘to’ and
‘from’ we can distinguish between two strongly different meanings in the railway
timetable task.

wn wn
" wi—
wi wi+

wl wl [wi[]
(o) = (=) +

Fig. 3. An example of a Lexicalized State

In Figure 3, we show the effect of this lexicalization over a generic state C;,
belonging to a certain syntactic unit, when it is particularized for a certain word
w;. In this way, we obtain a new state (filled state in the figure) in which only
the word w; can be emitted with lexical probability equal to 1.

Our system can be considered as a two-level transducer. The upper level
describes contextual information about the structure of the sentences, and the
lower level modelizes the structure of the semantic units considered.

The Understanding process consists of finding out the sequence of states of
maximum probability on the integrated model for an input sentence. Therefore,



6 F.Pla, A.Molina, E. Sanchis, E. Segarra and F. Garcia

this sequence must be compatible with the contextual and lexical constraints.
This process can be carried out by Dynamic Programming using the Viterbi
algorithm, which we adapted to our models. From the Dynamic Programming
trellis, we can obtain the best segmentation of the input sentence into semantic
units.

4 Experimental Results

The language understanding model obtained was applied to an understanding
task which was integrated into a spoken dialog system answering queries about
a railway timetable in Spanish [1].

The corpus consisted in the orthographic transcription of a set of 215 dialogs,
obtained through a Wizard of Oz technique. Using only the user utterances, we
defined a training set of 175 dialogs with 1,141 user utterances, and a test set of
40 dialogs with 268 user utterances. The number of words in these two sets was
11,987 and the medium length of the utterances was 10.5 words.

We used several measures to evaluate the accuracy of the models:

— The percentage of correct sequences of semantic units (%cssu).

— The percentage of correct frames ( %cf).

— The precision (%P), that is, the rate between the number of correct proposed
semantic units and the number of proposed semantic units.

— The recall (%R), that is, the rate between the number of correct proposed

semantic units and the number of semantic units in the reference.
x P x

— Th Fgoy = ——5—
e score Fjg—; PR

%R).

, which combines the last two rates (%P and

We evaluated the segmentation accuracy and the correct interpretation of
the user utterances using these measures.

Table 1. Experimental results

Models % cssu|% cf|% P|% R|Fz=1
BIG-BIG 32.3 |41.0]55.9(51.0|53.3
BIG-BIG-word | 58.7 |67.3|78.9|79.2|79.0
BIG-BIG-lemma| 59.9 |72.5|79.6/81.0|80.3

In Table 1, we show the experimental results with three approaches: a two-
level approach using POS bigram models in the two levels (BIG-BIG), a two-level
approach using POS bigram models which were lexicalized taking into account
the most frequent words (BIG-BIG-words), and a two-level approach using POS
bigram models which were lexicalized taking into account the most frequent
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lemmas (BIG-BIG-lemmas). In the third case, the lexicalized units were lemmas
instead of words. These lemmas were obtained through a morphological analyzer.

On one hand, it can be observed from Table 1 that there is a big difference
between the %cssu and the %cf measures. This difference is due to the fact that,
although the obtained semantic sentence is not exactly the same as the reference
semantic sentence, their corresponding frame is the same.

On the other hand, we observed that the best performance was achieved using
lexicalized models. That is because the lexicalization process gave a more accu-
rate relation between words and semantic units. In the BIG-BIG-word model,
the best results were achieved taking into account the words whose frequency
in training data was larger than 9. In the BIG-BIG-lemma model, we consid-
ered lemmas instead of words in order to specialize the model. This kind of
specialization slightly improves the performance of the system.

In [14], some results on the same corpus are presented using word bigram
models. Although this approach gave a slightly better performance than our
approach, models based on categories are more independent from the task than
models based on words.

5 Conclusions and Future Work

We have presented an approach to Natural Language Understanding based on
Stochastic Models, which are automatically learnt from data. In particular, we
have used some techniques from the areas of POS tagging and Shallow Parsing.

The evaluation has been done on a task of language understanding in a Span-
ish dialog system which answers queries about a railway timetable. Considering
that the available data was small, the results were relatively reliable.

In any case, from the experimental results, we observed that the best perfor-
mance was achieved using lexicalized models. That is because the lexicalization
process gives a more accurate relation between words and semantic units. We
hope that a more appropriate definition of the list of words/lemmas to be lexi-
calized will provide better performance.

On the other hand, the incorporation of contextual knowledge from the dialog
manager, that is, the prediction of the next dialog act, could improve the models.
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