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Abstract. Causal-consistent reversible debugging is an innovative technique for debugging concurrent systems. It allows one to go back in the execution focusing on the actions that most likely caused a visible misbehavior. When such an action is selected, the debugger undoes it, including all and only its consequences. This operation is called a causal-consistent rollback. In this way,
the user can avoid being distracted by the actions of other, unrelated processes. In this work, we introduce its dual notion: causal-consistent replay. We allow the user to record an execution of a running program and, in contrast to traditional replay debuggers, to reproduce a visible misbehavior inside the debugger including all and only its causes. Furthermore, we present a unified framework that combines both causal-consistent replay and causal-consistent rollback. Although most of the ideas that we present are rather general, we focus on a popular functional and concurrent programming language based on message passing: Erlang.
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1. **Introduction**

Debugging is a main activity in software development. According to a 2014 study [1], the cost of debugging faulty software amounts to $312 billions annually. Another recent study [2] estimates that the time spent in debugging is 49.9% of the total programming time. The situation is not likely to improve in the near future, given the increasing demand of concurrent and distributed software. Indeed, distribution is inherent to current computing platforms, such as the Internet or the Cloud, and concurrency is a must to overcome the advent of the power wall [3]. Debugging concurrent and distributed software is clearly more difficult than debugging sequential code [4]. Furthermore, misbehaviors may depend, e.g., on the execution speed of the different processes, showing up only in some (sometimes rare) cases.

A particularly unfortunate situation is when a program exhibits a misbehavior in its usual execution environment, but it runs smoothly when re-executed in the debugger. Moreover, even when the misbehavior shows up, it is still difficult to locate the bug causing it: the bug might be in a process different from the one showing a faulty behavior, so one needs to trace back the execution from the visible misbehavior to the bug, jumping from process to process following causal links (determined for instance by message exchanges). This last problem has been tackled by so called causal-consistent reversible debugging [5], where one has the possibility of selecting a direct cause of a visible misbehavior and undo it, including all and only its consequences. This operation is called a causal-consistent rollback [6] [7]. In most cases, iterating this operation leads to the bug.

Existing techniques and tools for causal-consistent reversible debugging do not provide a way to record the execution of a program in its actual environment, thus there are no guarantees that the faulty execution will be replayed in the debugger (i.e., it is up to the programmer to follow the right forward steps, a challenging task for concurrent programs). A first contribution of this paper is a theoretical framework for such a record and replay, which of course guarantees that misbehaviors are reproduced during replay. Our approach to replay, which we call (controlled) causal-consistent replay, extends the techniques in the literature as follows: given a log of a (typically faulty) concurrent execution, we do not replay exactly the same execution step by step (as traditional record and replay debuggers do), but we allow the user to select any action in the log (e.g., one showing a misbehavior) and to replay the execution up to this action, including all and only its causes. This allows one to focus only on those processes where (s)he thinks the bug(s) might be, disregarding the actual interleaving of processes. To the best of our knowledge, the notion of causal-consistent replay is new.
Causal-consistent replay can be considered the dual of causal-consistent rollback. A second contribution of the paper is the integration of the two techniques, which provides a complete setting to explore a concurrent computation back and forth, always concentrating on the actions of interest and following causality links. Notably, replay works well with rollback: it can be used not only to bootstrap debugging activities by replaying the misbehavior as in standard debugging, but also during the debugging process. Indeed, it is not unusual to go “too far” backward (i.e., beyond the bug) in the execution, and replay allows the programmer to go forward again with the guarantee to replay the same execution (or a causally equivalent one) up to the given misbehavior. This was not possible in the standard framework of causal-consistent reversible debugging.

We develop the results of the present paper in the context of a (first-order) functional and concurrent language based on message passing. Therefore, our results can be directly applied to a language like Erlang [8]. We chose such a language since Erlang is used in high-visibility projects (such as some versions of the Facebook chat [9]), and it is particularly well-suited to program concurrent and distributed applications. In particular, it provides native support for concurrency without the need to rely on external libraries. Nevertheless, the theory of causal-consistent replay can be adapted to any concurrent or distributed language based on message passing. Indeed, causal-consistent reversibility has been studied for different foundational calculi as well as for the languages \( \mu \text{Oz} \) [10], \( \mu \text{Klaim} \) [11] and Erlang [12], and the dual notion of causal-consistent replay is equally generic.

In this paper, we also introduce a novel semantics for an Erlang-like language which is more abstract than the ones in the literature [13, 14, 12], yet concrete enough to show misbehaviors and to look for the bugs causing them. In particular, it allows us to significantly improve the notion of concurrency as well as the formalization of reversibility and rollback for this language. Since these improvements are quite technical, we will contrast them with the approaches in the literature after having described them (see Sections 2.3 and 4.3).

The structure of this paper is as follows. First, we introduce the syntax and semantics of our language (Sect. 2), which corresponds to the functional and concurrent subset of Core Erlang [15]. We then present the generation of a log associated to a computation that can be used to drive the causal-consistent replay of this computation (Sect. 3). Both replay and rollback computations are formalized with a nondeterministic (uncontrolled) semantics (Sect. 4). We prove a number of properties for our semantics, e.g., that the replay of an execution contains the same (mis)behaviors as the original one (Theorem 4.22). We also prove the so called causal consistency of the reversible semantics (Theorem 4.17), a key result in the field of causal-consistent reversibility. We then present a controlled version of the semantics that is driven by a particular replay or rollback request (Sect. 5). Here, we also prove the soundness (Theorem 5.1) and minimality (Theorem 5.6) of this controlled semantics. Finally, we discuss some related work (Sect. 6) and conclude (Sect. 7).

This paper is a revised and extended version of [16], where causal-consistent replay has been introduced. However, [16] concentrates on replay and mentions reversibility only briefly, while the present paper integrates the notion of causal-consistent replay with the reversible semantics in [12]. Also, the present paper includes full proofs of the results. Additional material which is not central for the discussion can be found in a companion technical report [17].
2. The Language

In this section, we present the considered language: a first-order functional and concurrent programming language based on message passing that mainly follows the actor model.

2.1. Language Syntax

The syntax of the language is shown in Figure 1. A program is a sequence of function definitions, where each function name \( f/n \) (atom/arity) has an associated definition \( \text{fun} \ (X_1, \ldots, X_n) \rightarrow e \), where \( X_1, \ldots, X_n \) are (distinct) fresh variables and are the only variables that may occur free in \( e \).

We consider that a program consists of a single module for simplicity. The body of a function is an expression, which can include variables, literals, function names, lists (using Prolog-like notation: \([\ ]\) is the empty list and \([e_1|e_2]\) is a list with head \( e_1 \) and tail \( e_2 \)), tuples (denoted by \( \{e_1, \ldots, e_n\}\)), calls to built-in functions (mainly arithmetic and relational operators), function applications, case expressions, let bindings, receive expressions, \text{spawn} (for creating new processes), “!” (for sending a message), and \( \text{self} \). As is common practice, we assume that \( X \) is a fresh variable in a let binding of the form \( \text{let} \ X = e_1 \text{ in } e_2 \).

In this language, we distinguish expressions, patterns, and values. In contrast to expressions, patterns are built from variables, literals, lists, and tuples. Patterns can only contain fresh variables. Finally, values are built from literals, lists, and tuples, i.e., they are \textit{ground} (without variables) patterns. Expressions are ranged over by \( e, e', e_1, \ldots \), patterns by \( \text{pat}, \text{pat}', \text{pat}_1, \ldots \) and values by \( v, v', v_1, \ldots \).

Atoms (i.e., constants with a name) are written in roman letters, while variables start with an uppercase letter. A \textit{substitution} \( \theta \) is a mapping from variables to expressions, and \( \text{Dom}(\theta) = \{X \in \text{Var} \ | \ \theta(X) \} \).

---

1Here, we consider that variable \( X \) is \textit{bound} in let \( X = e_1 \) in \( e_2 \); also, all pattern variables occurring in case or receive expressions and all parameters in function definitions are \textit{bound} too; all other variables are \textit{free}.

2As in Erlang, the only data constructors in the language (besides literals) are the predefined functions for lists and tuples.
In a case expression “case e of \( \text{pat}_1 \) when \( e_1 \rightarrow e_1' \); \ldots; \( \text{pat}_n \) when \( e_n \rightarrow e_n' \) end”; we first evaluate \( e \) to a value, say \( v \); then, we find (if it exists) the first clause \( \text{pat}_i \) when \( e_i \rightarrow e_i' \) such that \( v \) matches \( \text{pat}_i \), i.e., such that there exists a substitution \( \sigma \) for the variables of \( \text{pat}_i \) with \( v = \text{pat}_i \sigma \), and \( e_i \sigma \) (the guard) reduces to true; then, the case expression reduces to \( e_i' \sigma \).

In our language, a running system is a pool of processes that can only interact through message sending and receiving (i.e., there is no shared memory). Received messages are stored in the local (FIFO) queues of the processes until they are consumed. Each process is uniquely identified by its pid (process identifier). Message sending is asynchronous, while receive instructions block the execution of a process until an appropriate message reaches its local queue (see below).

In the paper, \( \overline{\sigma_n} \) denotes a sequence of syntactic objects \( o_1, \ldots, o_n \) for some \( n \).

We consider the following functions with side-effects (where self and spawn are built-ins in the Erlang programming language): self, !, spawn, and receive. The expression self() returns the pid of a process, while \( p!v \) sends a message \( v \) to the process with pid \( p \), which will be eventually stored in \( p \)'s local queue. New processes are spawned with a call of the form spawn(\( a/n, [\overline{\sigma_n}] \)), so that the new process begins with the evaluation of apply \( a/n (\overline{\sigma_n}) \). Finally, an expression “receive \( \text{pat}_n \) when \( e_n \rightarrow e_n' \) end” traverses the process’ queue until one message matches a clause in the receive statement; i.e., it should find the first message \( v \) in the process’ queue (if any) such that case \( v \) of \( \text{pat}_n \) when \( e_n \rightarrow e_n' \) end can be reduced to some expression \( e'' \); then, the receive expression evaluates to the same expression to which the above case expression would be evaluated, \( e'' \), with the side effect of deleting the message \( v \) from the process’ queue. If there is no matching message, the process suspends until a matching message arrives. As in case expressions, patterns of receive statements can only contain fresh variables.

Our language models the functional and concurrent subset of Core Erlang [15], the intermediate representation used during the compilation of Erlang programs. Therefore, our developments can be directly applied to Erlang.

**Example 2.1.** The program in Figure 2 implements a simple client/server scheme with one server, one client and a proxy. The execution starts with a call to function main/0. It spawns the server and the proxy and finally calls function client/2. Both the server and the proxy then suspend waiting for messages. The client makes two requests \{\( C, 40 \)\} and 2, where \( C \) is the pid of client (obtained using self()). The second request goes directly to the server, but the first one is sent through the proxy (which simply resends the received messages), so the client actually sends \{\( S, \{C, 40\} \)\}, where \( S \) is the pid of the server. Here, we expect that the server first receives the message \{\( C, 40 \)\} and, then, 2, thus sending back 42 to the client \( C \) (and calling function server/0 again in an endless recursion). If the first message does not have the right structure, the catch-all clause “\( E \rightarrow \text{error} \)” returns error and stops.
2.2. A High-Level Semantics

In this section, we present an (asynchronous) operational semantics for our language. Following [13], we introduce a global mailbox (there called “ether”) to guarantee that our semantics generates all admissible message interleavings. In contrast to previous semantics [12, 14, 13], though, our semantics abstracts away from processes’ queues. We will see in Sections 2.3 and 4.3 that this decision simplifies both the semantics and the notion of concurrency, while still modeling the same potential computations.

**Definition 2.2. (process)**

A process is denoted by a configuration of the form \( \langle p, \theta, e \rangle \), where \( p \) is the pid of the process, \( \theta \) is an environment (a substitution of values for variables), and \( e \) is an expression to be evaluated.

In order to define a system (roughly, a pool of processes interacting through message exchange), we first need the notion of global mailbox, a data structure modeling message communication.

**Definition 2.3. (global mailbox)**

We define a global mailbox, \( \Gamma \), as a multiset of triples of the form \( (\text{sender$_-$pid, target$_-$pid, message}) \). Given a global mailbox \( \Gamma \), we let \( \Gamma \cup \{(p, p', v)\} \) denote a new mailbox also including the triple \( (p, p', v) \), where we use “\( \cup \)” as multiset union.

In Erlang, the order of two messages sent directly from process \( p \) to process \( p' \) is kept if both are delivered; see [18, Section 10.8]. To enforce such a constraint, we could define a global mailbox as a collection of FIFO queues, one for each sender-receiver pair. In this work, however, we keep \( \Gamma \) a multiset. This solution is both simpler and more general since using FIFO queues serves only to select those computations satisfying the constraint. Nevertheless, if our approach to record and replay is applied to a computation satisfying the above constraint (e.g., because the program is run

\[\begin{align*}
\text{main/0} &= \text{fun}() \rightarrow \text{let } S = \text{spawn(server/0, [])} \\
& \quad \text{in let } P = \text{spawn(proxy/0, [])} \text{ in apply/2 (P, S)} \\
\text{server/0} &= \text{fun}() \rightarrow \text{receive} \\
& \quad \{C, N\} \rightarrow \text{receive} \\
& \quad \quad \quad M \rightarrow \text{let } X = C \downarrow \text{call} + (N, M) \text{ in apply server/0 ()} \\
& \quad \quad \quad \text{end; } \text{E} \rightarrow \text{error} \\
& \quad \text{end} \\
\text{proxy/0} &= \text{fun}() \rightarrow \text{receive} \{T, M\} \rightarrow \text{let } W = T \downarrow M \text{ in apply proxy/0 ()} \text{ end} \\
\text{client/2} &= \text{fun}(P, S) \rightarrow \text{let } X = P \downarrow \{S, \{\text{self/}, 40}\} \text{ in let } Y = S \downarrow 2 \text{ in receive } N \rightarrow N \text{ end}
\end{align*}\]

Figure 2. A simple client/server program

\(^3\)Current implementations only guarantee this restriction within the same node.
in a standard environment for Erlang), then our replay computation will also satisfy it and, thus, no spurious computations are introduced.\footnote{An alternative definition ensuring the order of messages between any two given processes can be found in \cite{14}.}

A system is now defined as follows:

**Definition 2.4. (system)**

A system is a pair $\Gamma; \Pi$, where $\Gamma$ is a global mailbox and $\Pi$ is a pool of processes, denoted as $\langle p_1, \theta_1, e_1 \rangle \mid \cdots \mid \langle p_n, \theta_n, e_n \rangle$; here “$|$” represents an associative and commutative operator. We often denote a system as $\Gamma; \langle p, \theta, e \rangle \mid \Pi$ to point out that $\langle p, \theta, e \rangle$ is an arbitrary process of the pool (thanks to the fact that “$|$” is associative and commutative).

A system is *initial* if it has the form $\{ \}$; $\langle p, id, e \rangle$, where $\{ \}$ is an empty global mailbox, $p$ is a pid, $id$ is the identity substitution, and $e$ is an expression (typically a function application that starts the execution).

In \cite{12}, $\Gamma$ was used to store messages after they were sent and before they were delivered to the local queue of the target process, i.e., $\Gamma$ represented an abstraction of the network. Here, we go one step further and also abstract away the process’ queues, so now $\Gamma$ stores all the messages that have been sent and have not yet been consumed by a receive statement. In other words, $\Gamma$ now denotes the union of the network and the original process’ queues. The new formulation allows for a more efficient tracing, since it would be difficult to trace message delivery, yet it is precise enough for the purpose of this paper. In fact, all behaviors that can be obtained with the semantics in \cite{12} can also be obtained with the present semantics and vice versa, hence the abstraction is correct. Since the relation with the semantics in \cite{12} is not key to understand the present paper, we refer the interested reader to the companion technical report \cite{17}.

Following the style in \cite{12}, the semantics of the language is defined in a modular way, so that the labeled transition relations $\rightarrow$ and $\hookrightarrow$ model the evaluation of expressions and the reduction of systems, respectively. Given an environment $\theta$ and an expression $e$, we denote by $\theta, e \xrightarrow{l} \theta', e'$ a one-step reduction labeled with $l$. The relation $\xrightarrow{l}$ follows a typical call-by-value semantics for side-effect free expressions; for expressions with side-effects, we label the reduction with the information needed to perform the side-effects within the system rules of Figure 3. We refer to the rules of Figure 3 as the logging semantics, since the relation is labeled with some basic information used to log the steps of a computation (see Section 3). We also use this information to define a notion of concurrency for our language (see Section 2.3). For the moment, the reader can safely ignore these labels (actually, labels will be omitted when irrelevant). The topics of this work are orthogonal to the evaluation of expressions, thus we refer the reader to \cite{12} for the formalization of the rules of $\xrightarrow{l}$. Let us now briefly describe the interaction between the reduction of expressions and the rules of the logging semantics:

- A one-step reduction of an expression without side-effects (e.g., a function application or a case expression) is labeled with $\tau$. In this case, rule Seq in Fig. 3 is applied to update correspondingly the environment and expression of the considered process.

- An expression $p'!v$ is reduced to $v$, with label send($p', v$), so that rule Send in Fig. 3 can complete the step by actually adding the triple $(p, p', \{v, \ell\})$ to $\Gamma$ ($p$ is the process performing
We often refer to reduction steps derived by the system rules as actions taken by the chosen process.
Example 2.5. Consider the program of Example 2.1 and the initial system \{ \}; \langle c, id, apply main/0 () \rangle, where \( c \) is the pid of the process. A possible (faulty) computation from this system is shown in Fig. 4 (the selected expression at each step is underlined). In the figure, we ignore the labels of the relation \( \rightarrow \). Moreover, we skip the steps that just bind variables and we do not show the bindings of variables but substitute them for their values for clarity.

Roughly speaking, the computation is faulty since the messages reach the server in the wrong order. Note that this faulty derivation is possible even by considering Erlang’s policy on the order of messages, since they follow a different path.

2.3. Concurrency

In order to define a causal-consistent (reversible) semantics we need not only an interleaving semantics such as the one we just presented, but also a notion of concurrency (or, equivalently, the opposite notion of conflict). To this end, we use the labels of the logging semantics (see Figure 3). These labels include the pid \( p \) of the process that performs the transition, the rule used to derive it and, in some cases, some additional information: a message tag \( \ell \) in rules Send and Receive, and the pid \( p' \) of the spawned process in rule Spawn.

Before formalizing the notion of concurrency, we need to introduce some notation and terminology. Given systems \( s_0, s_n \), we call \( s_0 \xleftarrow{*} s_n \), which is a shorthand for \( s_0 \xrightarrow{p_1,r_1} \cdots \xrightarrow{p_n,r_n} s_n, n \geq 0 \), a derivation. One-step derivations are simply called transitions. We use \( d, d', d_1, \ldots \) to denote derivations and \( t, t', t_1, \ldots \) for transitions.

Given a derivation \( d = (s_1 \xrightarrow{*} s_2) \), we define init(\( d \)) = \( s_1 \) and final(\( d \)) = \( s_2 \). Two derivations, \( d_1 \) and \( d_2 \), are composable if final(\( d_1 \)) = init(\( d_2 \)). In this case, we let \( d_1; d_2 \) denote their composition with \( d_1; d_2 = (s_1 \xrightarrow{*} s_2 \xrightarrow{*} \cdots \xrightarrow{*} s_n \xrightarrow{*} s_{n+1} \xrightarrow{*} \cdots \xrightarrow{*} s_m) \) if \( d_1 = (s_1 \xrightarrow{*} s_2 \xrightarrow{*} \cdots \xrightarrow{*} s_n) \) and...
d_2 = (s_n \leftrightarrow s_{n+1} \leftrightarrow \cdots \leftrightarrow s_m). Two derivations, d_1 and d_2, are said coinitial if init(d_1) = init(d_2), and cofinal if final(d_1) = final(d_2).

For simplicity, in the following, we consider derivations up to renaming of bound variables, i.e., we say that derivations d_1 and d_2 are equal if they are identical except for (possibly) a renaming of bound variables.

Under this assumption, the semantics is almost deterministic, i.e., the main sources of non-determinism are the selection of a process p (where any fair strategy would be fine, but we leave it unspecified in this work) and the selection of the message to be retrieved in rule Receive when more than one message targets the selected process p. There is also some non-determinism in the choice of the fresh identifier \( \ell \) for messages in rule Send and in the choice of the pid \( p' \) of the new process in rule Spawn. However, identifiers are just a technical mean to distinguish messages, hence we can safely consider them up to renaming. We also consider pids up to renaming, since in general their value is not relevant, and this simplifies the notion of concurrency (otherwise all applications of rule Spawn would be in conflict due to the selection of the pid). Note that each process can perform at most one transition for each label, i.e., \( s \xleftarrow{p,r} s_1 \) and \( s \xleftarrow{p,r} s_2 \) trivially implies \( s_1 = s_2 \).

**Definition 2.6. (concurrent transitions)**

Given two different coinitial transitions, \( t_1 = (s \xleftarrow{p_1,r_1} s_1) \) and \( t_2 = (s \xleftarrow{p_2,r_2} s_2) \), we say that they are in conflict if they consider the same process, i.e., \( p_1 = p_2 \), and the applied rules are both Receive, i.e., \( r_1 = \text{rec}(\ell_1) \) and \( r_2 = \text{rec}(\ell_2) \) for some \( \ell_1, \ell_2 \) with \( \ell_1 \neq \ell_2 \). Two different coinitial transitions are concurrent if they are not in conflict.

Now, we prove a key result for our notion of concurrency. For simplicity, we consider in the following a fixed (implicit) program in the technical results.

**Lemma 2.7. (square lemma)**

Given two coinitial concurrent transitions \( t_1 = (s \xleftarrow{p_1,r_1} s_1) \) and \( t_2 = (s \xleftarrow{p_2,r_2} s_2) \), there exist two cofinal transitions \( t_2/t_1 = (s_1 \xleftarrow{p_2,r_2} s'_1) \) and \( t_1/t_2 = (s_2 \xleftarrow{p_1,r_1} s'_2) \). Graphically,

\[
\begin{array}{c}
\xymatrix{
 s' \ar[d]_{p_1,r_1} & s_1 \\
 p_2,r_2 & s_2 \\
 s' \ar[d]_{p_1,r_1} & s_1 \\
 p_2,r_2 & s_2 \\
}
\end{array}
\]

**Proof:**

If \( p_1 \neq p_2 \) then, by applying rule \( r_2 \) to \( p_1 \) in \( s_1 \) and rule \( r_1 \) to \( p_2 \) in \( s_2 \), we get two transitions \( t_1/t_2 \) and \( t_2/t_1 \) which are cofinal. If \( p_1 = p_2 \), since the transitions are concurrent, at least one of the applied rules must be different from Receive. This case is not possible, though, since the semantics is deterministic in this case and, thus, there can be only one reduction issuing from \( s \). \( \square \)

Our notion of concurrency is less restrictive than the one in [12], which also considers actions to deliver messages to the local queues of the processes. Notably, the choice in [12] introduces some (unnecessary) conflicts, e.g., between delivering a message to a process and receiving a (different) message. Despite that, the two semantics model essentially the same derivations [17].
2.4. Independence

We now instantiate to our setting the well-known happened-before relation \cite{20}, and the related notion of independent transitions\footnote{Here, we use the term independent instead of concurrent, used in \cite{20}, to avoid confusion with the notion in Definition 2.6, which is the typical meaning of the term concurrent in the literature of causal-consistent reversibility.}

**Definition 2.8. (happened-before, independence)**

Given a derivation $d$ and two transitions $t_1 = (s_1 \hookrightarrow_{p_1,r_1} s'_1)$ and $t_2 = (s_2 \hookrightarrow_{p_2,r_2} s'_2)$ in $d$, we say that $t_1$ happened before $t_2$, in symbols $t_1 \prec t_2$, if one of the following conditions holds:

- they consider the same process, i.e., $p_1 = p_2$, and $t_1$ comes before $t_2$;
- $t_1$ spawns a process $p$, i.e., $r_1 = \text{spawn}(p)$, and $t_2$ is performed by process $p$, i.e., $p_2 = p$;
- $t_1$ sends a message $\ell$, i.e., $r_1 = \text{send}(\ell)$, and $t_2$ receives the same message $\ell$, i.e., $r_2 = \text{rec}(\ell)$.

Furthermore, if $t_1 \prec t_2$ and $t_2 \prec t_3$, then $t_1 \prec t_3$ (transitivity). Two transitions $t_1$ and $t_2$ are independent if $t_1 \not\prec t_2$ and $t_2 \not\prec t_1$.

An interesting property of our semantics is that consecutive independent transitions can be switched without changing the final state:

**Lemma 2.9. (switching lemma)**

Let $t_1 = (s_1 \hookrightarrow_{p_1,r_1} s_2)$ and $t_2 = (s_2 \hookrightarrow_{p_2,r_2} s_3)$ be consecutive independent transitions. Then, there exist two consecutive transitions $t_2\langle\langle t_1 = (s_1 \hookrightarrow_{p_1,r_1} s_4)$ and $t_1\rangle\rangle t_2 = (s_4 \hookrightarrow_{p_1,r_1} s_3)$ for some system $s_4$.

**Proof:**

By definition, we have that $p_1 \neq p_2$, so that the transitions belong to different processes. Then, the two transitions can be trivially switched except when $r_1 = \text{spawn}(p)$ and $p_2 = p$, for some pid $p$, and when $r_1 = \text{send}(\ell)$ and $r_2 = \text{rec}(\ell)$ for some tag $\ell$. These cases, though, are not possible since the transitions are independent, thus the claim holds. Note that we can assume that the same fresh pids or message tags are used in the switched transitions since these values are still fresh. \hfill $\square$

The happened-before relation gives rise to an equivalence relation equating all derivations that only differ in the switch of independent transitions. Formally,

**Definition 2.10. (causally equivalent derivations)**

Let $d_1$ and $d_2$ be derivations under the logging semantics. We say that $d_1$ and $d_2$ are causally equivalent, in symbols $d_1 \approx d_2$, if $d_1$ can be obtained from $d_2$ by a finite number of switches of pairs of consecutive independent transitions.

We note that our notion of causally equivalent derivations can be seen as an instance of the trace equivalence in \cite{21}.
3. Logging Computations

In this section, we introduce a notion of log for a computation. Basically, we aim to analyze in a debugger a faulty behavior that occurs in some execution of a program. To this end, we need to extract from an actual execution enough information to replay it inside a debugger. Actually, we do not want to replay necessarily the exact same execution, but any causally equivalent one. In this way, the programmer can focus on some actions of a particular process, and actions of other processes are only performed if needed (formally, if they happened-before these actions). As we will see in the next section, this ensures that the considered misbehaviors will still be replayed.

In a practical implementation, one should instrument the program so that its execution in the actual environment (e.g., the Erlang/OTP environment) produces a collection of sequences of logged events (one sequence per process). In the following, though, we exploit the logging semantics and, in particular, we compute the log from the information provided by the labels. The two approaches are equivalent, but the chosen one allows us to formally prove a number of properties in a simpler way.

One could argue (as in, e.g., [19]) that logs should only store information about the receive events, since this is the only nondeterministic action (once a process is selected). However, this is not enough in our setting, where:

- We need to log the sending of a message since this is where messages are tagged, and we need to know its (unique) identifier to be able to relate the sending and receiving of each message.

- We also need to log the spawn events, since the generated pids are needed to relate an action to the process that performed it (spawn events are not present in the model considered in [19] and, thus, their set of processes is fixed).

We note that other nondeterministic events, such as input from the user or from external services, should also be logged in order to correctly replay executions involving them. One can deal with them by instrumenting the corresponding primitives to log the input values, and then use these values when replaying the execution. Essentially, they can be dealt with as the receive primitive. Clearly, their detailed treatment would be needed in an implementation of a debugger for full Erlang. However, we consider that this issue is orthogonal to our approach, and handling it would complicate our semantics without necessity. As a consequence, we leave this discussion for a more practical work that considers the implementation of this semantics.

In the following, (ordered) sequences are denoted by \( w = (r_1, r_2, \ldots, r_n) \), \( n \geq 1 \), where \( () \) denotes the empty sequence. Given sequences \( w_1 \) and \( w_2 \), we denote their concatenation by \( w_1 + w_2 \); when \( w_1 \) just contains one element, i.e., \( w_1 = (r) \), we write \( r + w_2 \) instead of \( (r) + w_2 \) for simplicity.

**Definition 3.1. (log)**

A log is a (finite) sequence of events \( (r_1, r_2, \ldots) \) where each \( r_i \) is either \( \text{spawn}(p) \), \( \text{send}(\ell) \) or \( \text{rec}(\ell) \), with \( p \) a pid and \( \ell \) a message identifier. Logs are ranged over by \( \omega \). Given a derivation \( d = (s_0 \leftarrow p_1, r_1 \ s_1 \leftarrow p_2, r_2 \ldots \leftarrow p_n, r_n \ s_n) \), \( n \geq 0 \), under the logging semantics, the log of a process \( p \) in \( d \), in symbols
\( \mathcal{L}(d, p) \), is inductively defined as follows:

\[
\mathcal{L}(d, p) = \begin{cases} 
(\emptyset) & \text{if } n = 0 \text{ or } p \text{ does not occur in } d \\
1 + \mathcal{L}(s_1 \xrightarrow{r_1} s_2, p) & \text{if } n > 0, p_1 = p, \text{ and } r_1 \notin \{\text{seq, self}\} \\
\mathcal{L}(s_1 \xrightarrow{r_1} s_2, p) & \text{otherwise}
\end{cases}
\]

The log of \( d \), written \( \mathcal{L}(d) \), is defined as:

\[ \mathcal{L}(d) = \{(p, \mathcal{L}(d, p)) \mid p \text{ occurs in } d\} \]

We sometimes call \( \mathcal{L}(d, p) \) the \textit{global} log of \( d \) to avoid confusion with \( \mathcal{L}(d, p) \). Trivially, \( \mathcal{L}(d, p) \) can be obtained from \( \mathcal{L}(d) \), i.e., \( \mathcal{L}(d, p) = \omega \) if \((p, \omega) \in \mathcal{L}(d) \) and \( \mathcal{L}(d, p) = (\emptyset) \) otherwise.

\[ \text{Example 3.2.} \] Consider the derivation shown in Example [2.5] here referred to as \( d \). If we run it under the logging semantics, we get the following logs:

\[
\begin{align*}
\mathcal{L}(d, c) &= (\text{spawn}(s), \text{spawn}(p), \text{send}(\ell_1), \text{send}(\ell_2)) \\
\mathcal{L}(d, s) &= (\text{rec}(\ell_2)) \\
\mathcal{L}(d, p) &= (\text{rec}(\ell_1), \text{send}(\ell_3))
\end{align*}
\]

Clearly, given a finite derivation \( d \), the associated log \( \mathcal{L}(d) \) is finite too. However, the opposite is not true: we might have a finite log associated to an infinite derivation (e.g., by applying infinitely many times rule \text{Seq}).

In the following we only consider finite derivations under the logging semantics. This is reasonable in our context where the programmer wants to analyze in the debugger a finite (possibly incomplete) execution that showed some faulty behavior.

An essential property of our semantics is that causally equivalent derivations have the same log, i.e., the log depends only on the equivalence class, not on the selection of the representative inside the class. The reverse implication, namely that (coinitial) derivations with the same global log are causally equivalent, holds provided that we establish the following convention on when to stop a derivation:

**Definition 3.3. (fully-logged derivation)**

A derivation \( d \) is \textit{fully-logged} if, for each process \( p \), its last transition \( s_1 \xrightarrow{r_1} s_2 \) in \( d \) (if any) is a logged transition, i.e., \( r_1 \notin \{\text{seq, self}\} \). In particular, if a process performs no logged transition, then it performs no transition at all.

Restricting to fully-logged derivations is needed since only logged transitions contribute to logs. Otherwise, two derivations \( d_1 \) and \( d_2 \) could produce the same log, but differ simply because, e.g., \( d_1 \) performs more non-logged transitions than \( d_2 \). There are several ways of ensuring that \( d_1 \) and \( d_2 \) include the same amount of transitions. By restricting to fully-logged derivations, we include the minimal amount of transitions needed to produce the observed log.

We first introduce an easy result, needed for the proof of Theorem [3.6]

**Lemma 3.4.** Let \( t_1 = (s_1 \xrightarrow{r_1} s_2) \) and \( t_2 = (s_2 \xrightarrow{r_2} s_3) \) be consecutive independent transitions. Then, \( \mathcal{L}(t_1; t_2) = \mathcal{L}(t_2(t_1), t_2) \), where \( t_2(t_1) = (s_1 \xrightarrow{r_2} s_4) \) and \( t_1(t_2) = (s_4 \xrightarrow{r_1} s_3) \).
Proof:
By definition of independence, \( p_1 \neq p_2 \). Thus the two transitions contribute to different logs. The thesis follows since the log is a function of the label, and the labels of \( t_1 \) and \( t_2 \) coincide with the labels of \( t_1 \| t_2 \) and \( t_2 \| t_1 \), respectively.

We now present a lemma capturing the fact that, if the log is fixed, the behavior of each process is also fixed (but not the interleavings among them).

Lemma 3.5. (Local determinism)
Let \( d_1, d_2 \) be coinitial fully-logged derivations with \( \mathcal{L}(d_1) = \mathcal{L}(d_2) \). Then, for each pid \( p \) occurring in \( d_1, d_2 \), we have \( S_p^1 = S_p^2 \), where \( S_p^1 \) (resp. \( S_p^2 \)) is the ordered sequence of configurations \( \langle p, \theta, e \rangle \) occurring in \( d_1 \) (resp. \( d_2 \)), with consecutive equal elements collapsed.

Proof:
We prove the claim by induction on the length \( n \) of the derivation \( d_1 \). Since the base case is trivial, let us consider the case \( n > 0 \). Since \( d_1 \) and \( d_2 \) are coinitial, we have \( \text{init}(d_1) = \text{init}(d_2) \). Let \( s_0 = \text{init}(d_1) \). Let \( t_1 = (s_0 \rightarrow_{p_1,r_1} s_1) \) be the first transition in \( d_1 \) for some process \( p_1 \) and label \( r_1 \).

Since \( \mathcal{L}(d_1) = \mathcal{L}(d_2) \), we have \( \mathcal{L}(d_1,p_1) = \mathcal{L}(d_2,p_1) \). Let \( t_2 = (s_2 \rightarrow_{p_1,r_1} s_3) \) be the first transition for process \( p_1 \) in \( d_2 \). It is easy to see that \( t_2 \) must be independent w.r.t. all previous transitions: no transition can happen-before \( t_2 \) in \( d_2 \) since, then, \( t_1 \) would not be applicable to \( s_0 \) (note that \( d_1 \) and \( d_2 \) are coinitial). Therefore, by the switching lemma (Lemma 3.4), there exists a new derivation \( d_3 \) which is obtained from \( d_2 \) by switching \( t_2 \) with all previous transitions. It is easy to see that, for each pid \( p \) occurring in \( d_2, d_3 \), we have \( S_p^2 = S_p^3 \), where \( S_p^2 \) (resp. \( S_p^3 \)) is the ordered sequence of configurations \( \langle p, \theta, e \rangle \) occurring in \( d_2 \) (resp. \( d_3 \)), with consecutive equal elements collapsed. Therefore, now we have \( s_0 \rightarrow_{p_1,r_1} s'_1 \) as the first transition in \( d_3 \) and, thus, \( s_1 = s'_1 \). Trivially, we have \( \mathcal{L}(d_2) = \mathcal{L}(d_3) \) and, thus, the claim follows by applying the inductive hypothesis.

Finally, we present a key result of our logging semantics. It states that two derivations are causally equivalent iff they produce the same log.

Theorem 3.6. Let \( d_1, d_2 \) be coinitial fully-logged derivations. \( \mathcal{L}(d_1) = \mathcal{L}(d_2) \) iff \( d_1 \approx d_2 \).

Proof:
The “if” direction follows by induction on the number of switches using Lemma 3.4.

Let us now consider the “only if” direction. We prove the claim by contradiction. Assume that \( \mathcal{L}(d_1) = \mathcal{L}(d_2) \) but \( d_1 \neq d_2 \). Let us swap independent transitions in \( d_2 \) so to match the longest possible prefix of \( d_1 \). Then, we have \( d_1 = d_c; t_1; d'_1 \) and \( d_2 \approx d'_2 = d_c; t_2; d'_2 \), where \( d_c \) is a common prefix (which might be empty), and we cannot swap independent transitions in \( t_2; d'_2 \) so to match \( t_1 \). Since \( \mathcal{L}(d_1) = \mathcal{L}(d_2) \), we have \( \mathcal{L}(d_1) = \mathcal{L}(d'_2) \) from the “if” direction. Moreover, since \( d_c \) is common to both derivations, we trivially have \( \mathcal{L}(t_1;d'_1) = \mathcal{L}(t_2;d'_2) \). Let \( t_1 \) be labeled with \( p \) and \( r \).

By Lemma 3.5, there exists a transition \( t'_1 \) in \( t_2; d'_2 \) labeled with \( p \) and \( r \) too. Since \( t_2 \neq t'_1 \), we have \( t_2 \sim t'_1 \). Here, we assume that \( t'_1 \) has been moved as far to the left of the derivation as possible, so we have a full chain of causally-dependent transitions starting from \( t_2 \) (if there would be an independent transition in between it could have been moved after \( t'_1 \)). Hence, \( t_2; d'_2 \) cannot be reordered so that the
first transition matches \( t_1 \). Let us call \( t'_2 \) the closest transition to \( t'_1 \) such that \( t'_2 \sim t'_1 \). According to Definition \[2.8\] we have the following possibilities:

- Transition \( t'_2 \) is performed by process \( p \) too. This is not possible since, thanks to Lemma \[3.5\], the first transition performed by \( p \) is the same in both derivations, and we assumed it to be \( t'_1 \).

- Transition \( t'_2 \) spawns process \( p \). This is not possible since we assumed that \( t_1 \) was performed by \( p \). Hence, process \( p \) should have existed before.

- Transition \( t'_2 \) sends a message received by \( t'_1 \). Here, we get a contradiction since \( L(t_1; d'_1) = L(t_2; d'_2) \) and \( t_1 \) must reduce a receive statement taking the same message as \( t'_1 \), so \( t_2 \) cannot send such a message since the message should have already existed.

In all cases, we reach a contradiction and, thus, the claim follows.

\[\square\]

4. A Causal-Consistent Replay Reversible Semantics

In this section, we introduce an uncontrolled replay reversible semantics. It takes a program and the log of a given derivation, and allows us to go both forward and backward along any causally equivalent derivation. This semantics constitutes the kernel of our debugging framework. Following \[22\], the term uncontrolled indicates that the semantics specifies how to go back and forward, but there is no policy to select the applicable rule (when more than one is enabled) nor whether forward moves should be preferred over backward moves or vice versa. Uncontrolled semantics are suitable to fix the basis of a reversible computational model, yet they are not immediately useful in practice, since they do not provide facilities to decide which actions to replay/undo. For this reason, in Section \[5\] we build on top of this semantics a controlled one, where the selection of the actions to replay/undo is driven by the queries from the user of a debugger. This allows the user to focus on particular actions and processes (e.g., sending a given message, spawning a given process, etc).

In the following, processes have the form \( \langle p, \omega, h, \theta, e \rangle \), with \( \omega \) a \textit{log} and \( h \) a \textit{history}. Histories are needed to enable reversibility: without a history, forward transitions may lose information and, thus, it would not be possible to recover the predecessor of a given state. In this context, a history \( h \) records the intermediate states of a process using terms headed by constructors seq, send, rec, spawn, and self, and whose arguments are the information required to (deterministically) undo the step (following a typical Landauer embedding \[23\]). We will characterize later on (see Theorem \[4.17\] and the discussion preceding it) the suitable amount of history information to be stored.

In the following, we introduce two transition relations: \( \rightarrow \) and \( \leftarrow \). The former, \( \rightarrow \), is similar to the logging semantics \( \hookrightarrow \) (Figure \[3\]) but it is now driven by the considered log. In contrast, the latter, \( \leftarrow \), proceeds in the backward direction, “undoing” actions step by step. We refer to \( \rightarrow \) and \( \leftarrow \) as the (uncontrolled) \textit{forward} and \textit{backward} semantics, respectively. We denote their union \( \rightarrow \cup \leftarrow \) by \( \leftrightarrow \).

4.1. Uncontrolled Forward Semantics

The uncontrolled forward semantics is shown in Figure \[5\]. Even if not necessary from a practical point of view, labels of the forward semantics contain the same information in the labels of the logging
\[(\textbf{Seq})\]

\[
\theta, e \xrightarrow{\tau} \theta', e' \\
\Gamma; \langle p, \omega, h, \theta, e \rangle | \Pi \rightarrow_{p, \text{seq}(\{s\})} \Gamma; \langle p, \omega, \text{seq}(\theta, e) + h, \theta', e' \rangle | \Pi
\]

\[(\textbf{Send})\]

\[
\theta, e \xrightarrow{\text{send}(p', \omega)} \theta', e' \\
\Gamma; \langle p, \text{send}(\ell) + \omega, h, \theta, e \rangle | \Pi \rightarrow_{p, \text{send}(\ell), \{s, \ell \}} \Gamma \cup \{(p, p', \{v, \ell\})\} \\
\langle p, \omega, \text{send}(\theta, e, p', \{v, \ell\}) + h, \theta', e' \rangle | \Pi
\]

\[(\textbf{Receive})\]

\[
\theta, e \xrightarrow{\text{rec}(\kappa, d, p')} \theta', e' \text{ and } \text{matchrec}(\theta, d, p') \Rightarrow (\theta_i, e_i) \\
\Gamma \cup \{(p', p, \{v, \ell\})\} \langle p, \text{rec}(\ell) + \omega, h, \theta, e \rangle | \Pi \\
\rightarrow_{p, \text{rec}(\ell), \{s, \ell \}} \Gamma; \langle p, \omega, \text{rec}(\theta, e, p', \{v, \ell\}) + h, \theta' \theta_i, e' \{\kappa \mapsto e_i\} \rangle | \Pi
\]

\[(\textbf{Spawn})\]

\[
\theta, e \xrightarrow{\text{spawn}(\kappa, a/n, (\Gamma_n))} \theta', e' \text{ and } \omega' = \mathcal{L}(d, p') \\
\Gamma; \langle p, \text{spawn}(p') + \omega, h, \theta, e \rangle | \Pi \rightarrow_{p, \text{spawn}(p'), \{s, sp, p\}} \Gamma; \langle p, \omega, \text{spawn}(\theta, e, p') + h, \theta', e' \{\kappa \mapsto p\} \rangle \\
| \langle p', \omega', (), id, apply a/n (\Gamma_n) \rangle | \Pi
\]

\[(\textbf{Self})\]

\[
\theta, e \xrightarrow{\text{self}(\kappa)} \theta', e' \\
\Gamma; \langle p, \omega, h, \theta, e \rangle | \Pi \rightarrow_{p, \text{self}(\{s\})} \Gamma; \langle p, \omega, \text{self}(\theta, e) + h, \theta', e' \{\kappa \mapsto p\} \rangle | \Pi
\]

Figure 5. Uncontrolled forward semantics

semantics. We do it for technical reasons, so that results such as Lemma 4.13 (see below) can be more easily formalized. Moreover, the labels now also include a set of replay requests. The reader can ignore these elements until the next section. For simplicity, we also consider that the log \(\mathcal{L}(d, p)\) of each process \(p\) in the original derivation \(d\) is a fixed global parameter of the transition rules (see rule Spawn, where logs are added to new processes).

The rules for expressions are the same as in the logging semantics (an advantage of the modular design). The forward semantics is similar to the logging semantics, except for two main differences. First, some parameters are fixed by logs: the fresh message identifier in rule Send, the message received in rule Receive, and the fresh pid in rule Spawn. Second, we build a history with a sequence of items which allows us to go backwards to any point in the computation. The history items are headed by the applied rule (Receive is shortened to rec), and contain the current environment and expression, as well as some rule-specific information. In particular, rule Send records the target pid and the message, rule Receive the sender pid and the message, and rule Spawn the pid of the new process. We could optimize the information stored in these terms following [24] [25] [26], but this is orthogonal to our purpose in this paper.

**Example 4.1.** Consider the logs of Example 3.2. Then, we have, e.g., the forward derivation in Fig. 6. For simplicity, in the histories we only show events send, rec and spawn and, moreover, we skip the
{ } → \{ (c, (spawn(s), spawn(p), send(ℓ₁), send(ℓ₂)), ()), \ldots, apply main/0 ()}

→ \{ (c, (spawn(s), spawn(p), send(ℓ₁), send(ℓ₂)), ()), \ldots, let S = spawn(server/0, []) in \ldots \}

→ \{ (c, (spawn(p), send(ℓ₁), send(ℓ₂)), (spawn(\ldots, s)), \ldots, let P = spawn(proxy/0, []) in \ldots ) \}

→ \{ (c, (spawn(p), send(ℓ₁), send(ℓ₂)), (spawn(\ldots, s)), \ldots, let P = spawn(proxy/0, []) in \ldots ) \}

apply client/2 (P, s) \ | \ (s, (rec(ℓ₂)), ()), \ldots, receive \ldots )

→ \{ (c, (send(ℓ₁), send(ℓ₂)), (spawn(\ldots, p), spawn(\ldots, s)), \ldots, apply client/2 (p, s)) \}

| (s, (rec(ℓ₂)), ()), \ldots, receive \ldots ) | (p, (send(ℓ₁), send(ℓ₂)), ()), \ldots, apply proxy/0 ()

→ \{ (c, (send(ℓ₁), send(ℓ₂)), (spawn(\ldots, p), spawn(\ldots, s)), \ldots, let X = p!\{s, \{c, 40\}\} in \ldots ) \}

| (s, (rec(ℓ₂)), ()), \ldots, receive \ldots ) | (p, (send(ℓ₁), send(ℓ₂)), ()), \ldots, apply proxy/0 ()

→ \{ (c, (send(ℓ₁), send(ℓ₂)), (spawn(\ldots, p), spawn(\ldots, s)), \ldots, let X = p!\{s, \{c, 40\}\} in \ldots ) \}

| (s, (rec(ℓ₂)), ()), \ldots, receive \ldots ) | (p, (send(ℓ₁), send(ℓ₂)), ()), \ldots, apply proxy/0 ()

→ \{ (c, (send(ℓ₁), send(ℓ₂)), (spawn(\ldots, p), \{s, \{c, 40\}\}, ℓ₁)), spawn(\ldots, p), spawn(\ldots, s)), \ldots, let Y = s!2 in \ldots ) | (s, (rec(ℓ₂)), ()), \ldots, receive \ldots )

| (p, (send(ℓ₁), send(ℓ₂)), ()), \ldots, receive \ldots )

→ \{ (c, (send(ℓ₁), send(ℓ₂)), (spawn(\ldots, p), \{s, \{c, 40\}\}, ℓ₁)), spawn(\ldots, p), spawn(\ldots, s)), \ldots, let Y = s!2 in \ldots ) | (s, (rec(ℓ₂)), ()), \ldots, receive \ldots )

| (p, (send(ℓ₁), send(ℓ₂)), ()), \ldots, receive \ldots )

→ \{ (c, (send(ℓ₁), send(ℓ₂)), (spawn(\ldots, p), \{s, \{c, 40\}\}, ℓ₁)), spawn(\ldots, p), spawn(\ldots, s)), \ldots, let Y = s!2 in \ldots ) | (s, (rec(ℓ₂)), ()), \ldots, receive \ldots )

| (p, (send(\ldots, p), \{s, \{c, 40\}\}, ℓ₁)), \ldots, apply proxy/0 ()

→ \{ (c, (send(ℓ₁), send(ℓ₂)), (spawn(\ldots, p), \{s, \{c, 40\}\}, ℓ₁)), spawn(\ldots, p), spawn(\ldots, s)), \ldots, receive \ldots ) | (s, (rec(ℓ₂)), ()), \ldots, receive \ldots )

| (p, (send(\ldots, p), \{s, \{c, 40\}\}, ℓ₁)), \ldots, error \}

→ \{ (c, (send(\ldots, p), \{s, \{c, 40\}\}, ℓ₁)), spawn(\ldots, p), spawn(\ldots, s)), \ldots, receive \ldots ) | (s, (rec(\ldots, c, \{2, ℓ₂\}), \ldots, error \}

| (p, (send(\ldots, p), \{s, \{c, 40\}\}, ℓ₁)), \ldots, apply proxy/0 ()

Figure 6. Uncontrolled forward derivation with the traces of Example 3.2
first two arguments (the environment and the expression). The actions performed by each process are the same as in the original derivation in Example 2.5 but the interleavings are slightly different. Moreover, after ten steps, the server is waiting for a message, the global mailbox contains a matching message but, in contrast to the logging semantics, receive cannot proceed since the message identifier in the log is \( \ell_2 \), so message \( \ell_3 \) cannot be received. Taking message \( \ell_3 \) would lead to a derivation which is not causally equivalent to the original one.

### 4.2. Uncontrolled Backward Semantics

Fig. 7 shows the rules of the (uncontrolled) backward semantics. All rules restore the environment and the expression of the process, and rules \( \textit{Send} \), \( \textit{Receive} \) and \( \textit{Spawn} \) additionally restore its stored log. Let us briefly discuss a few particular situations:

- Rule \( \textit{Send} \) only applies if the message sent is in the global mailbox. If, instead, the message has already been received, then one should first apply backward steps to the receiver until eventually, rule \( \textit{Receive} \) puts the message back into the global mailbox, enabling rule \( \textit{Send} \). In the next section, we will introduce a strategy that achieves this effect in a controlled manner.

- A similar situation occurs in rule \( \textit{Spawn} \). Given a process \( p \) with a history item \( \text{spawn}(\theta, e, p') \), rule \( \textit{Spawn} \) cannot be applied until the history of process \( p' \) is empty. Therefore, one should first apply a number of backward steps to \( p' \) in order to be able to undo the spawn item.\(^6\)

**Example 4.2.** Consider the last system in the replay derivation of Example 4.1 and assume that we want to undo the actions of process \( c \) up to the sending of the message (tagged with \( \ell_2 \)) that produced the error. Such a derivation could be performed, e.g., as shown in Fig. 8 (the history item selected...\(^6\)

\(^6\)We note that there is no need to require that no message targeting the process \( p' \) (which would become an orphan message) is in the global mailbox: in order to send such a message the pid \( p' \) is needed, hence the sending of the message depends on the spawn and, thus, it must be undone beforehand.
Send the last checkpoint to the faulty state. One might consider checkpoints that save the state of a computation periodically, so that one wants to replay the derivation from the last checkpoint to the faulty state.

Definition 4.3. Let \( d = (s_1 \leftarrow s_2) \) be a derivation under the logging semantics, with

\[
s_1 = \Gamma; \langle p_1, \theta_1, e_1 \rangle | \ldots | \langle p_n, \theta_n, e_n \rangle
\]

The system corresponding to \( s_1 \) in the reversible semantics is defined as follows:

\[
\text{addLog}(\mathcal{L}(d), s_1) = \Gamma; \langle p_1, \mathcal{L}(d, p_1), ()\theta_1, e_1 \rangle | \ldots | \langle p_n, \mathcal{L}(d, p_n), ()\theta_n, e_n \rangle
\]

Conversely, given a system \( s = \Gamma; \langle p_1, \omega_1, h_1, \theta_1, e_1 \rangle | \ldots | \langle p_n, \omega_n, h_n, \theta_n, e_n \rangle \) in the reversible semantics, we let \( \text{del}(s) \) be the system obtained from \( s \) by removing both logs and histories, i.e., \( \text{del}(s) = \Gamma; \langle p_1, \theta_1, e_1 \rangle | \ldots | \langle p_n, \theta_n, e_n \rangle \). It is extended to derivations in the obvious way: given a derivation \( d \) of the form \( s_1 \leftarrow \ldots \leftarrow s_n \), we let \( \text{del}(d) \) be \( \text{del}(s_1) \leftarrow \ldots \leftarrow \text{del}(s_n) \).

Essentially, function \( \text{addLog} \) equips each process with its log and an empty history.

In the following, we consider that the notion of log (cf. Definition 3.1) is extended to the forward semantics in the obvious way. We also extend the definitions of functions init and final from

\footnote{We note that we consider a derivation starting from a system which is not necessarily an initial system since a debugger might consider checkpoints that save the state of a computation periodically, so that one wants to replay the derivation from the last checkpoint to the faulty state.}
Section 2.2 to reversible derivations, as well as the notions of composable, coinitial and cofinal derivations. Furthermore, we now call a system \( s' \) initial under the reversible semantics if there exists a derivation \( d \) under the logging semantics, and \( s' = \text{addLog}(\mathcal{L}(d), \text{init}(d)) \).

We extend the notion of fully-logged derivations to our reversible semantics:

**Definition 4.4. (fully-logged reversible derivation)**
A derivation \( d \) under the replay reversible semantics is fully-logged if, for each process \( p \) in \( \text{final}(d) \), the log is empty and the last element in the history (if any) corresponds to a logged transition (i.e., one which is not labeled with \( \text{seq} \) nor \( \text{self} \)).

Note that, in addition to Definition 3.3, we now require that processes consume all their logs.

We relate the uncontrolled forward and backward semantics using the well-known loop lemma (see, e.g., [27, Lemma 6] in the context of the process calculus CCS), stating that each forward (resp. backward) transition can be undone by a backward (resp. forward) transition. We need to restrict the attention to systems reachable from the execution of a program:

**Definition 4.5. (reachable systems)**
A system \( s \) is reachable if there exists an initial system \( s_0 \) such that \( s_0 \xleftrightarrow{\cdot}^* s \).

Since this restriction is needed for other results as well, and since only reachable systems are of interest (non-reachable systems are ill-formed), in the following we assume that all the systems are reachable. We can now show the loop lemma.

**Lemma 4.6. (loop lemma)**
For every pair of systems, \( s_1 \) and \( s_2 \), we have \( s_1 \xrightarrow{p,r} s_2 \) iff \( s_2 \xleftarrow{p,r} s_1 \).

**Proof:**
The proof that a forward transition can be undone follows by rule inspection. The other direction relies on the restriction to reachable systems: consider the process undoing the action. Since the system is reachable, restoring the memory item would put us back in a state where the undone action can be performed again (if the system would not be reachable the memory item would be arbitrary, hence there would not be such a guarantee), as desired. Again, this can be proved by rule inspection. \( \square \)

The loop lemma ensures that each transition \( t \) has an inverse, that we denote by \( \overline{t} \). More precisely, given a transition \( t \), we let \( \overline{t} = (s' \xleftarrow{p,r} s) \) if \( t = (s \xrightarrow{p,r} s') \) and \( \overline{t} = (s' \xrightarrow{p,r} s) \) if \( t = (s \xleftarrow{p,r} s') \).

This notation is naturally extended to derivations. We let \( \epsilon_s \) denote the zero-step derivation \( s \xleftrightarrow{\cdot}^* s \).

A nice property of our reversible semantics is that the key notions of concurrency (Definition 2.6) and independence (Definition 2.8) for the logging semantics are now subsumed by the following notion of concurrency for the reversible semantics (see Lemma 4.10 and 4.11 below):

**Definition 4.7. (Concurrent transitions)**
Given two different coinitial transitions, \( t_1 = (s \xrightarrow{p_1,r_1} s_1) \) and \( t_2 = (s \xrightarrow{p_2,r_2} s_2) \), they are in conflict if at least one of the following conditions holds:

1. both transitions are forward, they consider the same process, i.e., \( p_1 = p_2 \), and the applied rules are both \( \text{Receive} \), i.e., \( r_1 = \text{rec}(\ell_1) \) and \( r_2 = \text{rec}(\ell_2) \) for some \( \ell_1, \ell_2 \) with \( \ell_1 \neq \ell_2 \);
2. one is a \textit{forward} transition that applies to a process \( p \), say \( p_1 = p \), and the other one is a \textit{backward} transition that undoes the spawning of \( p \), i.e., \( r_2 = \text{spawn}(p) \);

3. one is a \textit{forward} transition where a process \( p_1 \) receives a message with identifier \( \ell \), i.e., \( r_1 = \text{rec}(\ell) \), and the other one is a \textit{backward} transition that undoes the sending of the same message, i.e., \( r_2 = \text{send}(\ell) \);

4. one is a \textit{forward} transition and the other one is a \textit{backward} transition such that \( p_1 = p_2 \).

Two different coinitial transitions are \textit{concurrent} if they are not in conflict. Note that two coinitial backward transitions are always concurrent.

Consequently, the following lemma subsumes both Lemma 2.7 (square lemma) and Lemma 2.9 (switching lemma) from the logging semantics:

\textbf{Lemma 4.8. (square lemma)}

Given two coinitial concurrent transitions \( t_1 = (s \overset{p_1,r_1}{\rightarrow} s_1) \) and \( t_2 = (s \overset{p_2,r_2}{\rightarrow} s_2) \), there exist two cofinal transitions \( t_2/t_1 = (s \overset{p_2,r_2}{\rightarrow} s_1) \) and \( t_1/t_2 = (s \overset{p_1,r_1}{\rightarrow} s_2') \). Graphically,

\[
\begin{array}{c}
\begin{array}{c}
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p_2,r_2
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
p_1,r_1
\end{array}
\end{array}
\begin{array}{c}
\text{s}_1
\end{array}
\xrightarrow{p_2,r_2}
\begin{array}{c}
\text{s}_2
\end{array}
\]
\[
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\end{array}
\end{array}
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p_1,r_1
\end{array}
\end{array}
\begin{array}{c}
\text{s}_1
\end{array}
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\begin{array}{c}
\begin{array}{c}
p_2,r_2
\end{array}
\end{array}
\begin{array}{c}
\text{s}_2
\end{array}
\xrightarrow{p_1,r_1}
\begin{array}{c}
\text{s}'
\end{array}
\]
\]

\textbf{Proof:}

We distinguish the following cases depending on the applied rules.

- Two forward transitions. This case is perfectly analogous to the proof of Lemma 2.7.

- One forward transition and one backward transition. In this case, the proof is similar to the proof of Lemma 2.9.

- Two backward transitions. If \( p_1 \neq p_2 \), the claim follows trivially. The case where they apply to the same process, i.e., \( p_1 = p_2 \), is not possible since the backward semantics is deterministic once fixed the selected process: the top element in the history determines the rule to apply (as well as the message to be received in rule \textit{Receive}).

\( \square \)

Nevertheless, we explicitly state a switching lemma for reversible transitions which is an easy consequence of the square lemma above and the loop lemma (Lemma 4.6):

\textbf{Lemma 4.9. (switching lemma)}

Given two composable transitions of the form \( t_1 = (s \overset{p_1,r_1}{\rightarrow} s_2) \) and \( t_2 = (s \overset{p_2,r_2}{\rightarrow} s_3) \) such that \( \overline{t_1} \) and \( t_2 \) are concurrent, there exist a system \( s_4 \) and two composable transitions \( t_2(t_1 = (s \overset{p_1,r_1}{\rightarrow} s_2)) \) and \( t_1(t_2 = (s \overset{p_2,r_2}{\rightarrow} s_3)) \).
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Proof:
First, using the loop lemma (Lemma 4.6), we have \( t_1 = (s_2 \rightleftharpoons_{p_1} r_1, s_1) \). Now, since \( t_1 \) and \( t_2 \) are concurrent, by applying the square lemma (Lemma 4.8) to \( t_1 = (s_2 \rightleftharpoons_{p_1} r_1, s_1) \) and \( t_2 = (s_2 \rightleftharpoons_{p_2} r_2, s_3) \), there exists a system \( s_4 \) such that \( t_1 \triangleright \triangleright t_2 = (s_3 \rightleftharpoons_{p_1} r_1, s_4) \) and \( t_2 \triangleright \triangleright t_1 = (s_4 \rightleftharpoons_{p_1} r_1, s_3) \). Using the loop lemma (Lemma 4.6) again, we have \( t_1 \triangleright \triangleright t_2 = (s_4 \rightleftharpoons_{p_1} r_1, s_3) \), which concludes the proof.

Finally, let us formally prove that the definition of concurrent transitions in the replay reversible semantics subsumes both the definition of concurrent transitions and of independent transitions in the logging semantics.

Lemma 4.10. Let \( t_1 \) and \( t_2 \) be forward transitions under the replay reversible semantics. Then \( t_1 \) and \( t_2 \) are concurrent iff \( \text{del}(t_1) \) and \( \text{del}(t_2) \) are concurrent under the logging semantics.

Proof:
Trivial, since the case of the definition of concurrency for two forward actions under the replay reversible semantics (case 1 in Definition 4.7) coincides with the definition of concurrency for the logging semantics (Definition 2.6).

Lemma 4.11. Let \( t_1 \) and \( t_2 \) be independent transitions under the replay reversible semantics. Then \( \text{del}(t_1) \) and \( \text{del}(t_2) \) are independent under the logging semantics.

Proof:
Trivial, since the case of the definition of concurrency for a forward and a backward action under the replay reversible semantics (cases 2-4 in Definition 4.7) coincides with the definition of independence for the logging semantics.

4.4. Causal Consistency of the Replay Reversible Semantics

In this section, we prove a number of properties that guarantee that our replay reversible semantics is causal-consistent, an essential result in the literature of reversible computation (see [27] for a detailed discussion).

We first extend the notion of causal equivalence from the logging semantics (cf. Definition 2.10) to consider both backward and forward reversible transitions (we use the same symbol to denote this relation since it subsumes the old notion, see below).

Definition 4.12. (causal equivalence)
Causal equivalence, in symbols \( \approx \), is the least equivalence relation between transitions closed under composition that obeys the following rules:

\[
t_1 ; t_2 / t_1 \approx t_2 ; t_1 / t_2 \quad \text{and} \quad t ; \overline{t} \approx \epsilon_{\text{init}(t)}
\]

Causal equivalence amounts to say that those derivations that only differ in swaps of concurrent transitions or the removal of consecutive inverse transitions are equivalent. Observe that any of the notations \( t_1 ; t_2 / t_1 \) and \( t_2 ; t_1 / t_2 \) requires \( t_1 \) and \( t_2 \) to be concurrent.
Causal equivalence for reversible derivations subsumes the corresponding notion for the logging semantics in the following sense. Consider two forward composable transitions \( t_1 \) and \( t_2 \) under the reversible replay semantics. According to the notion of causal equivalence in Definition 2.10, they can be switched if \( t_1 \) and \( t_2 \) are independent. However, if \( t_1 \) and \( t_2 \) are independent, we have that \( t_1 \) and \( t_2 \) are concurrent (cases (2)-(4) in Definition 4.7). Therefore, by Lemma 4.9, they can be switched and, thus, the old notion is just a particular case of the new causal equivalence relation.

Now, we can tackle the problem of proving that our replay semantics preserves causal equivalence, i.e., that the original and the replay derivations are always causally equivalent. First, the forward semantics is a conservative extension of the logging semantics in the following sense:

**Lemma 4.13.** Let \( d \) be a fully-logged derivation under the logging semantics. Then, there exists a finite fully-logged derivation \( d' \) under the forward semantics such that \( \text{init}(d') = \text{addLog}(\mathcal{L}(d), \text{init}(d)) \), \( \text{del}(d') = d \) and \( \mathcal{L}(d) = \mathcal{L}(d') \).

**Proof:**
The claim is trivial from the rules of the replay semantics, since each item consumed from the log of a process generates exactly the same item in the process’ log. The fact that in \( \text{final}(d') \) the log of each process is empty ensures that the whole the log is re-created. Finiteness of \( d' \) is ensured since we assume all logging derivations to be finite and derivations \( d \) and \( d' \) have the same length. \( \square \)

The replay and the original computation are causally equivalent:

**Theorem 4.14.** Let \( d \) be a fully-logged derivation under the logging semantics. Let \( d' \) be any finite fully-logged derivation under the forward semantics such that \( \text{init}(d') = \text{addLog}(\mathcal{L}(d), \text{init}(d)) \). Then \( d \approx \text{del}(d') \).

**Proof:**
First, a consequence of Lemma 4.13 is that a derivation under the replay semantics for a given global log produces, for each process \( p \), the corresponding log again, i.e., for each \( p \) we have \( \mathcal{L}(d', p) = \mathcal{L}(d, p) \). The logs of \( d' \) and \( \text{del}(d') \) are the same: \( \mathcal{L}(d', p) = \mathcal{L}(\text{del}(d'), p) \). Furthermore, if \( d' \) is a finite derivation under the replay semantics, \( \text{del}(d') \) is a derivation under the logging semantics. Therefore, we have \( \mathcal{L}(d) = \mathcal{L}(\text{del}(d')) \). The claim follows by Theorem 3.6. \( \square \)

We will generalize Lemma 4.13 above to include backward and forward transitions in Lemma 4.20. We prove such a result exploiting the theory of causal-consistency, first developed in [27] in the context of the process calculus CCS. We present below its main result, namely the causal consistency theorem, adapted to our setting. The causal consistency theorem is also interesting in itself, since it guarantees that the amount of history information in our history is correct w.r.t. the chosen notion of concurrency.

Intuitively, causal consistency states that two coinitial derivations reach the same final state if and only if they are causally equivalent. On the one hand, it means that causally equivalent derivations lead to the same final state and, in particular, produce the same history information, hence it is not possible to distinguish such derivations looking at their final states (hence, also their possible evolutions coincide). In particular, swapping two concurrent transitions or doing and undoing a given transition has
no impact on the final state. On the other hand, derivations differing in any other way are distinguishable by looking at their final state, e.g., the final state keeps track of any past nondeterministic choice. In other terms, causal consistency states that the amount of history information stored is enough to distinguish computations which are not causally equivalent, but no more.

We prove now two results needed for the proof of the causal consistency theorem.

**Lemma 4.15. (rearranging lemma)**

Given systems $s, s'$, if $d = (s \xrightarrow{*} s')$, then there exists a system $s''$ such that $d' = (s \xleftarrow{*} s'' \xrightarrow{*} s')$ and $d \approx d'$. Furthermore, $d'$ is not longer than $d$.

**Proof:**

The proof is by lexicographic induction on the length of $d$ and on the number of steps from the earliest pair of transitions in $d$ of the form $s_1 \rightarrow s_2 \leftarrow s_3$ to $s'$. If there is no such pair we are done. If $s_1 = s_3$, then $s_1 \rightarrow s_2 \leftarrow (s_2 \leftarrow s_3)$. Indeed, if $s_1 \rightarrow s_2$ adds an item to the history of some process then $s_2 \leftarrow s_3$ should remove the same item. Then, we can remove these two transitions and the claim follows by induction since the resulting derivation is shorter and $(s_1 \rightarrow s_2 \leftarrow s_3) \approx \epsilon_{s_1}$. Otherwise, we apply Lemma 4.9, commuting $s_2 \leftarrow s_3$ with all forward transitions preceding it in $d$ (note that a forward transition $t$ followed by a backward transition $t'$ can always be switched since $t$ and $t'$ are then both backward transitions and, thus, concurrent). If one such transition is its inverse, then we reason as above. Otherwise, we obtain a new derivation $d' \approx d$ which has the same length of $d$, and where the distance between the earliest pair of transitions in $d'$ of the form $s'_1 \rightarrow s'_2 \leftarrow s'_3$ and $s'$ has decreased. The claim follows then by the inductive hypothesis. 

**Lemma 4.16. (shortening lemma)**

Let $d_1$ and $d_2$ be coinitial and cofinal derivations, such that $d_2$ is a forward derivation while $d_1$ contains at least one backward transition. Then, there exists a forward derivation $d'_1$ of length strictly less than that of $d_1$ such that $d'_1 \approx d_1$.

**Proof:**

We prove this lemma by induction on the length of $d_1$. By the rearranging lemma (Lemma 4.15) there exist a backward derivation $d$ and a forward derivation $d'$ such that $d_1 \approx d; d'$. Furthermore, $d; d'$ is not longer than $d_1$. Let $s_1 \leftarrow p_1, r_1 \rightarrow s_2 \leftarrow p_2, r_2 \leftarrow s_3$ be the only two successive transitions in $d; d'$ with opposite direction. We will show below that there is in $d'$ a transition $t$ which is the inverse of $s_1 \leftarrow p_1, r_1 \rightarrow s_2$. Moreover, we can swap $t$ with all the transitions between $t$ and $s_1 \leftarrow p_1, r_1 \rightarrow s_2$, in order to obtain a derivation in which $s_1 \leftarrow p_1, r_1 \rightarrow s_2$ and $t$ are adjacent. To do so we apply Lemma 4.9, since for all transitions $t'$ in between, we have that $t'$ and $t$ are adjacent (this is proved below). When $s_1 \rightarrow p_1, r_1 \leftarrow s_2$ and $t$ are adjacent we can remove both of them using $\approx$. The resulting derivation is strictly shorter, thus the claim follows by inductive hypothesis.

Let us now prove the results used above. Thanks to the loop lemma (Lemma 4.6) we have the derivations above iff we have two forward derivations which are coinitial (with $s_2$ as initial state) and cofinal: $d; d_2$ and $d'$. Since the first transition of $d; d_2, (s_1 \leftarrow p_1, r_1 \rightarrow s_2)$, adds some item $k_1$ to the history

---

8 More precisely, the transition is not $t$, but a transition that applies the same rule to the same process and producing the same history item, but possibly applied to a different system.
of $p_1$ and such an item is never removed (since the derivation is forward), then the same item $k_1$ has to be added also by a transition in $d'$, otherwise the two derivations cannot be cofinal. The earliest transition in $d'$ adding item $k_1$ is exactly $t$.

Let us now justify that for each transition $t'$ before $t$ in $d'$ we have that $t'$ and $t$ are concurrent. First, $t'$ is a forward transition and it should be applied to a process which is different from $p_1$, otherwise the item $k_1$ would be added by transition $t$ in the wrong position in the history of $p_1$. We consider the following cases:

- If $t'$ applies rule \textit{Spawn} to create a process $p$, then $t$ should not apply to process $p$ since the process $p_1$ to which $t$ applies already existed before $t'$. Therefore, $t'$ and $t$ are concurrent.

- If $t'$ applies rule \textit{Send} to send a message to some process $p$, then $t$ cannot receive the same message since the received messages necessarily existed before (after the corresponding \textit{Receive} has been performed). Thus $t'$ and $t$ are concurrent.

- If $t'$ applies some other rule, then $t'$ and $t$ are clearly concurrent.

\[ \square \]

We can now state and prove the causal consistency of our reversible semantics.

\textbf{Theorem 4.17. (causal consistency)}

Let $d_1$ and $d_2$ be coinitial derivations. Then, $d_1 \approx d_2$ iff $d_1$ and $d_2$ are cofinal.

\textbf{Proof:}

By definition of $\approx$, if $d_1 \approx d_2$, then they are coinitial and cofinal, so this direction of the theorem is verified.

Now, we have to prove that, if $d_1$ and $d_2$ are coinitial and cofinal, then $d_1 \approx d_2$. By the rearranging lemma (Lemma 4.15), we know that the two derivations can be written as the composition of a backward derivation, followed by a forward derivation, so we assume that $d_1$ and $d_2$ have this form. The claim is proved by lexicographic induction on the sum of the lengths of $d_1$ and $d_2$, and on the distance between the end of $d_1$ and the earliest pair of transitions $t_1$ in $d_1$ and $t_2$ in $d_2$ which are not equal. If all such transitions are equal, we are done. Otherwise, we have to consider three cases depending on the directions of the two transitions:

1. Consider that $t_1$ is a forward transition and $t_2$ is a backward one. Let us assume that $d_1 = d; t_1; d'$ and $d_2 = d; t_2; d''$. Here, we know that $t_1; d'$ is a forward derivation, so we can apply the shortening lemma (Lemma 4.16) to the derivations $t_1; d'$ and $t_2; d''$ (since $d_1$ and $d_2$ are coinitial and cofinal, so are $t_1; d'$ and $t_2; d''$), and we have that $t_2; d''$ has a strictly shorter forward derivation which is causally equivalent, and so the same is true for $d_2$. The claim then follows by induction.

2. Consider now that both $t_1$ and $t_2$ are forward transitions. By assumption, the two transitions must be different. Let us assume first that they are not concurrent. Therefore, they should be applied to the same process and both rules are \textit{Receive}. In this case we get a contradiction to the fact that $d_1$ and $d_2$ are cofinal since both derivations are forward and, thus, we would end up
with systems where some process has a different history item in each derivation. Therefore, we can assume that $t_1$ and $t_2$ are concurrent transitions.

Now, let $t'_1$ be the transition in $d_2$ creating the same history item as $t_1$. Then, we have to prove that $t'_1$ can be switched back with all previous forward transitions. This holds since no previous forward transition can add any history item to the same process, since otherwise the two derivations could not be cofinal. Hence the previous forward transitions are applied to different processes. The only possible source of conflict would be rule \textit{Spawn} and rule \textit{Receive}, but this could not happen since, in this case, $t_1$ could not happen.

Therefore, we can repeatedly apply the switching lemma (Lemma 4.9) to have a derivation causally equivalent to $d_2$ where $t_2$ and $t'_1$ are consecutive. The same reasoning can be applied in $d_1$, so we end up with consecutive transitions $t_1$ and $t'_2$. Finally, we can apply the switching lemma once more to $t_1; t'_2$ so that the first pair of different transitions is now closer to the end of the derivation. Hence the claim follows by inductive hypothesis.

3. Finally, consider that both $t_1$ and $t_2$ are backward transitions. By definition, we have that $t_1$ and $t_2$ cannot remove the same history item. Let $k_1$ be the history item removed by $t_1$. Since $d_1$ and $d_2$ are cofinal, either there is another transition in $d_1$ that puts $k_1$ back in the history or there is a transition $t'_1$ in $d_2$ removing the same history item $k_1$. In the first case, $T_1$ should be concurrent to all the backward transitions following it but the ones that remove history items from the history of the same process. All the transitions of this kind have to be undone by corresponding forward transitions (since they are not possible in $d_2$). Consider the last such transition: we can use the switching lemma (Lemma 4.9) to make it the last backward transition. Similarly, the forward transition undoing it should be concurrent to all the previous forward transitions (the reason is the same as in the previous case). Thus, we can use the switching lemma again to make it the first forward transition. Finally, we can apply the simplification rule $t; t' \approx \epsilon_{\text{init}(t)}$ to remove the two transitions, thus shortening the derivation. In the second case (there is a transition $t'_1$ in $d_2$ removing the same history item $k_1$), one can argue as in case (2) above. The claim then follows by inductive hypothesis.

4.5. Usefulness for Debugging

In this section, we show that our replay reversible semantics is useful as a basis for designing a debugging tool. In particular, we prove that a (faulty) behavior occurs in the logged derivation iff the replay derivation also exhibits the same faulty behavior, hence replay is correct and complete. Notably, correctness and completeness do not depend on the scheduling.

In order to formalize such a result we need to fix the notion of faulty behavior we are interested in. For us, a misbehavior is a wrong system, but since the system is possibly distributed, we concentrate on misbehaviors visible from a “local” observer. Given that our systems are composed of processes and messages in the global mailbox, we consider that a (local) misbehavior is either a wrong message in the global mailbox or a process with a wrong configuration.
Before proving the correctness and completeness of our replay semantics, we need a few results and definitions.

First, we extend local determinism (Lemma 3.3) to the forward semantics:

**Lemma 4.18. (local determinism for the forward semantics)**
Let $d_1, d_2$ be coinital fully-logged derivations under the forward semantics. Then, for each pid $p$ occurring in $d_1, d_2$, we have $S^1_p = S^2_p$, where $S^1_p$ (resp. $S^2_p$) is the ordered sequence of configurations $\langle p, \omega, h, \theta, e \rangle$ occurring in $d_1$ (resp. $d_2$), with consecutive equal elements collapsed.

**Proof:**
First, since $d_1$ and $d_2$ are coinital, we have that $\Gamma$ contains the same messages in both derivations and that the initial configuration for each process $p$ existing since the beginning is the same in both derivations. Now, observe that the forward semantics is deterministic but for the selection of the process to be reduced. Hence, since $d_1$ and $d_2$ are coinital, the same sequence of configurations must be produced in both $d_1$ and $d_2$ for each process $p$. Note that if a process $p$ is created during the derivation, then it is created in both derivations with the same initial configuration. Furthermore, since $d_1$ and $d_2$ are fully logged, we know that the transitions of each process stop in a logged transition. For each process $p$ there is a unique configuration where the log is empty and the last element in the history is a logged transition, namely the configuration just after the last logged action has been performed (if the log is empty since the beginning this is the initial configuration). Hence, $S^1_p = S^2_p$ for each process $p$. Note that, given the deterministic sequence of transitions for each process, messages with the same identifier sent in $d_1$ and $d_2$ also have the same value.

As a corollary, we have the following result for the forward semantics:

**Corollary 4.19.** Let $d_1, d_2$ be coinital fully-logged derivations under the forward semantics. Then $d_1$ and $d_2$ are cofinal.

**Proof:**
Let us consider the final states. First the two final states include the same processes, since the same processes were present at the beginning of the derivations, and the same spawn operations have been performed since logs have been completely consumed. Thanks to Lemma 4.18 each process is in the same configuration in the two derivations. Also, the two global mailboxes contain the same messages, since they contained the same messages in the initial state, and the same send and receive operations have been performed. The thesis follows.

Now, we can show that any reachable state in the reversible semantics corresponds to a state reachable in the logging semantics:

**Lemma 4.20.** Let $d, d'$ be fully-logged derivations under the logging and the replay reversible semantics, respectively. Let $\text{init}(d') = \text{addLog}(L(d), \text{init}(d))$. Then there exists a finite forward computation $d'' \approx d'$ such that $d = \text{del}(d'')$. 


Proof:
Thanks to Lemma 4.13 there exists a finite forward derivation \( d'' \) with \( \text{init}(d'') = \text{addLog}(\mathcal{L}(d), \text{init}(d)) \) and \( \text{del}(d'') = d \). We have that \( d' \) and \( d'' \) are coinitial. By Corollary 4.19 they are also cofinal. Then, the result follows from the causal consistency theorem (Theorem 4.17). \( \square \)

Note that we cannot directly state \( d \approx \text{del}(d') \) since in this case \( \approx \) would be at the level of logging derivations, hence it would only deal with forward moves.

Now, we can extend local determinism to the reversible semantics. The extension uses the notion of embedding between ordered sequences. We say that \( p \) can be coinitially embedded in \( q \) if \( q \) is coinitially ordered and is equal to \( p \) when all equal elements are collapsed.

Lemma 4.21. (local determinism for the replay reversible semantics)
Let \( d_1, d_2 \) be coinitial fully-logged derivations under the replay reversible semantics, with \( d_1 \) forward. Then, for each pid \( p \) occurring in \( d_1, d_2 \), we have that \( S^1_p \) can be embedded in \( S^2_p \), where \( S^1_p \) (resp. \( S^2_p \)) is the ordered sequence of configurations \( \langle p, \omega, h, \theta, e \rangle \) occurring in \( d_1 \) (resp. \( d_2 \)), with consecutive equal elements collapsed.

Proof:
The proof is by induction on the number of backward transitions in \( d_2 \). If also \( d_2 \) is forward, then \( S^1_p \) and \( S^2_p \) coincide thanks to Lemma 4.18, as desired (the identity is an embedding). Let \( \bar{t} = (s \leftarrow_{p, r} s' \) \) be the first backward transition in \( d_2 \). Since all transitions performed by \( p \) are in conflict, \( \bar{t} \) must recover the previous configuration of \( p \). Since all previous transitions are forward, \( \bar{t} \) is independent from them and we can switch \( \bar{t} \) with them using the switching lemma (Lemma 4.9) until it becomes adjacent to \( t \). We can then simplify \( t \) and \( \bar{t} \). The resulting derivation \( \hat{d}_2 \) has one less backward transition, is fully-logged and is coinitial with \( d_1 \). Furthermore, all the sequences are unchanged, but for the one for \( p \), that we denote with \( \hat{S}^2_p \). \( \hat{S}^2_p \) can be trivially embedded in \( S^2_p \). By inductive hypothesis \( S^1_p \) can be embedded in \( \hat{S}^2_p \), hence the thesis follows by transitivity of embedding. \( \square \)

We can now prove correctness and completeness of replay.

Theorem 4.22. (Correctness and completeness)
Let \( d \) be a fully-logged derivation under the logging semantics. Let \( d' \) be any fully-logged derivation under the uncontrolled replay semantics such that \( \text{init}(d') = \text{addLog}(\mathcal{L}(d), \text{init}(d)) \). Then:

1. there is a system \( \Gamma' \); \( \Pi' \) in \( d \) with a configuration \( \langle p, \theta, e \rangle \) in \( \Pi' \) iff there is a system \( \Gamma' \); \( \Pi' \) in \( d' \) with a configuration \( \langle p, \theta, e \rangle \) in \( \text{del}(\Gamma'; \Pi') \);

2. there is a system \( \Gamma' \); \( \Pi \) in \( d \) with a message \( \langle p, p', \{v, \ell\} \rangle \) in \( \Gamma \) iff there is a system \( \Gamma' \); \( \Pi' \) in \( d' \) with a message \( \langle p, p', \{v, \ell\} \rangle \) in \( \Gamma' \).

Proof:
From Lemma 4.20 there exists a forward derivation \( d'' \approx d' \) such that \( \text{del}(d'') = d \). Trivially, the thesis holds for \( d'' \). Item (1) follows by applying local determinism (Lemma 4.21) to derivations \( d'' \) and \( d' \).
Concerning item (2), every message in $\Gamma$ should either be in $\text{init}(d)$ or must be sent by a transition of $d$. In the first case, the claim follows since $\text{del}(\text{init}(d')) = \text{init}(d)$. In the second case, there should be a send action in $d$ producing it, and the thesis follows from item (1), observing that since the derivation $d'$ is fully-logged the send action is replayed.

The result above is very strong: it ensures that a misbehavior occurring in a logged execution is replayed in any possible fully-logged derivation. This means that any scheduling policy is fine for replay. Furthermore, this remains true whatever actions the user takes, including going back and forward: either the misbehavior is reached, or it remains in any possible forward computation.

One may wonder whether more general notions of misbehavior make sense. Above, we consider just “local” observations. One could ask for more than one local observation to be replayed. By applying the result above to multiple observations we get that all of them will be replayed, but, if they concern different processes or messages, we cannot ensure that they are replayed at the same time or in the same order. For instance, in the derivation of Figure 4, process $c$ sends the message with identifier $\ell_2$ before process $p$ receives the messages with identifier $\ell_1$, while in the replay derivation of Figure 6 the two actions are executed in the opposite order. Only a super user able to see the whole system at once could see such a (mis)behavior. Hence, such misbehaviors are not relevant in our context.

5. Controlled Replay/Rollback Semantics

In this section, we introduce a controlled version of the replay reversible semantics. The semantics in the previous section allows one to replay a given derivation, both forward and backward, and be guaranteed to replay, sooner or later, any local misbehavior. In practice, though, one normally knows in which process $p$ the misbehavior appears, and thus (s)he wants to focus on a process $p$ or even on some of its actions. However, to correctly replay these actions, one also needs to replay the actions that happened before them. We present in Figure 9 a semantics where the user can specify which actions (s)he wants to replay or undo, and the semantics takes care of replaying them or undoing them. Replaying an action requires to replay all and only its causes, while undoing an action requires to undo all and only its consequences. Notably, the bug causing a misbehavior causes the action showing the misbehavior.

Here, we consider that, given a system $s$, we want to start a replay (resp. rollback) until a particular action $\psi$ is performed (resp. undone) on a given process $p$. We denote such a replay (resp. rollback) request with $\ll\ll (p,\psi)$ (resp. $\ll\ll (p,\psi)$). In general, the subscript of $\ll\ll$ (resp. $\ll\ll$) represents a sequence of requests that can be seen as a stack where the first element is the most recent request. In this paper, we consider the following rollback/replay requests:

- $\{p, s\}$: one step backward/forward of process $p$\(^9\);
- $\{p, \ell\}$: a backward/forward derivation of process $p$ up to the sending of the message tagged with $\ell$;

\(^9\)The extension to $n$ steps is straightforward. We omit it for simplicity.
Replay rules:

\[
\begin{align*}
\Gamma; \Pi &\rightarrow_{p, r, \Psi'} \Gamma'; \Pi' \land \psi \in \Psi' \\
\models \Gamma; \Pi \{p, \psi\} + \Psi &\leadsto \models \Gamma'; \Pi' \{p, \psi\} + \Psi \\
\Gamma; \Pi &\rightarrow_{p, r, \Psi'} \Gamma'; \Pi' \land \psi \not\in \Psi' \\
\models \Gamma; \Pi \{p, \psi\} + \Psi &\leadsto \models \Gamma'; \Pi' \{p, \psi\} + \Psi
\end{align*}
\]

Rollback rules:

\[
\begin{align*}
\Gamma; \Pi &\rightarrow_{p, r, \Psi'} \Gamma'; \Pi' \land \psi \in \Psi' \\
\models \Gamma; \Pi \{p, \psi\} + \Psi &\leadsto \models \Gamma'; \Pi' \{p, \psi\} + \Psi \\
\Gamma; \Pi &\rightarrow_{p, r, \Psi'} \Gamma'; \Pi' \land \psi \not\in \Psi' \\
\models \Gamma; \Pi \{p, \psi\} + \Psi &\leadsto \models \Gamma'; \Pi' \{p, \psi\} + \Psi
\end{align*}
\]

- \{p, sp\}_p: a backward derivation of process p up to the point immediately after its creation;
- \{p, X\}: a backward derivation of process p up to the introduction of variable X.

We do not include the variable creations as targets for replay requests, since variable names are not known before their creation (variable creations are not logged). The requests above are satisfied when a corresponding uncontrolled transition is performed. This is where the third element labeling the relations of the reversible semantics in Figures 5 and 7 comes into play. This third element is a set with the requests that are satisfied in the corresponding step.

Let us explain the rules of the controlled replay/rollback semantics in Fig. 9. Here, we assume that the computation always starts with a single request. We have the following possibilities:

- If the desired process p can perform a step satisfying the request ψ on top of the stack, we do it and remove the request from the stack of requests (first rule of both replay and rollback rules).
• If the desired process $p$ can perform a step, but the step does not satisfy the request $\psi$, we update the system but keep the request in the stack (second rule of both replay and rollback rules).

• If a step on the desired process $p$ is not possible, then we track the dependencies and add a new request on top of the stack. For the replay semantics, we have two rules: one for adding a request to a process to send a message we want to receive and another one to spawn the process we want to replay if it does not exist. Here, we use the auxiliary functions $\text{sender}$ and $\text{parent}$ to identify, respectively, the sender of a message and the parent of a process. Both functions $\text{sender}$ and $\text{parent}$ are easily computable from the logs in $\mathcal{L}(d)$.\footnote{The implementation of functions $\text{sender}$ and $\text{parent}$ requires some care: without additional information they need to explore the full log. However, explicit representation of the functions can be easily computed during logging, or by a single preprocessing pass on the log. Hence, we have a tradeoff among time of replay, size of the log, and time of other phases.}

For the rollback semantics, we have three rules: one to add a request to undo the receiving of a message whose sending we want to undo, one to undo the actions of a given process whose spawning we want to undo, and a final one to check that a process has reached its initial state (with an empty history), and the request $\{p, \text{sp}\}$ can be removed. In this last case, the process $p$ will actually be removed from the system when a request of the form $\{p', \text{sp}_p\}$ is on top of the stack.

The relation $\rightsquigarrow$ can be seen as a controlled version of the uncontrolled replay reversible semantics in the sense that each derivation of the controlled semantics corresponds to a derivation of the uncontrolled one, while the opposite is not generally true. In order to formalize this claim we need some notation. Notions for derivations and transitions are easily extended to controlled derivations. We also need a notion of projection from controlled systems to uncontrolled systems:

$$\text{uctrl}(\|\Gamma; \Pi\|_\psi) = \Gamma; \Pi \quad \text{uctrl}(\|\Gamma; \Pi\|_\psi) = \Gamma; \Pi$$

The notion of projection trivially extends to derivations.

**Theorem 5.1. (Soundness)**

For each controlled derivation $d$, $\text{uctrl}(d)$ is an uncontrolled derivation.

**Proof:**

Trivial by inspection of the controlled rules, noting that each controlled rule either executes an uncontrolled step, or does some bookkeeping which is removed by function $\text{uctrl}$. $\square$

While simple, this result allows one to recover many relevant properties from the uncontrolled semantics. For instance, by using the controlled semantics, if starting from a system $s = \text{addLog}(\mathcal{L}(d), \text{init}(d))$ for some logging derivation $d$ we find a wrong message $(p, p', \{v, \ell\})$, then we know that the same message exists also in $d$ (from Theorem $4.22$).

Our controlled semantics is not only sound but also minimal: causal-consistent replay (resp. rollback) redoes (resp. undoes) the minimal amount of actions needed to satisfy the replay (resp. rollback) request.

Here, we need to restrict the attention to requests that ask to replay transitions which are in the future of the process or that ask to undo transitions which are in the past of the process.
Definition 5.2. A controlled system \( c = \llbracket s \rrbracket_{\{p, \psi\}} \) (resp. \( c = \llbracket s \rrbracket_{\{p, \psi\}} \)) is well initialized iff there exist a derivation \( d \) under the logging semantics, a system \( s_0 = addLog(\mathcal{L}(d), \text{init}(d)) \), an uncontrolled derivation \( s_0 \xrightarrow{\ast} s \), and an uncontrolled forward (resp. backward) derivation from \( s \) satisfying \( \{p, \psi\} \). A controlled derivation \( d \) is well initialized iff \( \text{init}(d) \) is well initialized.

The existence of a derivation satisfying the request can be efficiently checked. For replay requests \( \{p, s\} \) it is enough to check that process \( p \) can perform a step, for other replay requests it is enough to check the process log. For rollback requests the check can be done by inspecting the history.

We can now show that controlled derivations are finite.

Lemma 5.3. Let \( d \) be a well-initialized controlled derivation. Then \( d \) is finite.

Proof:
First, note that \( uctrl(d) \) is finite. Indeed, for rollback request, the length is bounded by the total length of histories. For replay requests, we can always extend \( uctrl(d) \) to a fully-logged derivation. From Lemma 4.13 there exists a derivation \( d' \) such that \( \text{del}(d') \) is the original logging derivation, hence \( d' \) is finite. Note that \( uctrl(d) \) and \( d' \) are coinitial, hence by applying twice Theorem 4.14 and using transitivity we get \( uctrl(d) \approx d' \). Since both derivations are forward, they can only differ for swaps of concurrent actions, hence they have the same length, as desired.

In addition to lifting the uncontrolled steps, the controlled semantics also takes some administrative steps. If we show that between each pair of uncontrolled steps there is a finite amount of administrative steps then the thesis follows. Let us consider the replay semantics. Administrative steps correspond to ask to send a message and ask to spawn a process. These are bound, respectively, by the number of messages and the number of processes in the log. Let us now consider the rollback semantics. The last rule can be applied only a finite number of times since it removes one rollback request. We also have rules asking to rollback a process to the beginning and to undo a receive, but they are bound, respectively, by the number of processes and the number of messages. The thesis follows.

We can now show that all the uncontrolled transitions executed as a consequence of a replay/rollback request depend on the action that needs to be replayed/undone.

Theorem 5.4. For each well-initialized controlled system \( c = \llbracket \Gamma; \Pi \rrbracket_{\{p, \psi\}} \) (resp. \( c = \llbracket \Gamma; \Pi \rrbracket_{\{p, \psi\}} \)), consider a maximal derivation \( d \) with \( \text{init}(d) = c \). Let us call \( t \) the last transition in \( uctrl(d) \). We have that \( t \) satisfies \( \{p, \psi\} \), and for each transition \( t' \) in \( uctrl(d) \), \( t' \sim t \) (resp. \( t \sim t' \)).

Proof:
In both the cases, we can prove that \( t \) satisfies the request \( \{p, \psi\} \) by inspection of the rules, since a derivation only terminates when the request at the bottom of the stack is removed, and this is always the original request \( \{p, \psi\} \). In order to show this we need to show that the controlled semantics never gets stuck otherwise, namely that if the uncontrolled semantics gets stuck a new request is generated. This can be shown by contrasting uncontrolled and controlled rules.

For the second part of the thesis, let us consider the replay semantics. We will show two invariants of the derivation. First, consider transitions \( t_1 \) and \( t_2 \) satisfying two replay requests \( \{p_1, \psi_1\} \) and
\{p_2, \psi_2\} on the stack, such that \{p_1, \psi_1\} is on top of \{p_2, \psi_2\}. Then \(t_1 \leadsto t_2\). Second if \(t_1\) satisfies the request on top of the stack, and transition \(t_3\) is performed, then \(t_3 \leadsto t_1\). Both the invariants can be proved by inspection of the rules. The thesis then follows by transitivity of \(\leadsto\).

The case of the rollback semantics is dual to the one above. \(\square\)

We conclude this section by showing that a controlled derivation causes an uncontrolled derivation satisfying the given request which is minimal. We first need some confluence results.

**Proposition 5.5. (Confluence)**

Let \(s\) be a system in the uncontrolled replay semantics. If \(s \stackrel{\bullet}{\rightarrow} s_1\) and \(s \stackrel{\bullet}{\rightarrow} s_2\) then (backward confluence) there exists \(s_3\) such that \(s_1 \stackrel{\bullet}{\leftarrow} s_3\) and \(s_2 \stackrel{\bullet}{\leftarrow} s_3\) and (forward confluence) there exists \(s_4\) such that \(s_1 \stackrel{\bullet}{\rightarrow} s_4\) and \(s_2 \stackrel{\bullet}{\rightarrow} s_4\).

**Proof:**

Let \(s_0\) be the system obtained from \(s\) by undoing all actions. Consider the derivation \(s_0 \stackrel{\bullet}{\leftarrow} s \stackrel{\bullet}{\rightarrow}\), where the first part exists from the loop lemma (Lemma 4.6). From the rearranging lemma (Lemma 4.15) we have \(s_0 \stackrel{\bullet}{\leftarrow} \bullet \stackrel{\bullet}{\rightarrow} s_1\). Since there is no possible backward transition from \(s_0\) we have \(s_0 \stackrel{\bullet}{\leftarrow} s\). Similarly, we get \(s_0 \stackrel{\bullet}{\leftarrow} s_2\). Backward confluence follows from the loop lemma.

For forward confluence, extend \(s \stackrel{\bullet}{\rightarrow} s_1\) and \(s \stackrel{\bullet}{\rightarrow} s_2\) by forward actions to get fully-logged derivations \(d_1\) and \(d_2\). Derivations \(s_1 \stackrel{\bullet}{\leftarrow} s_3; d_1\) and \(s_2 \stackrel{\bullet}{\leftarrow} s_3; d_2\) are coinitial and fully-logged, hence from Corollary 4.19 they are also cofinal. Forward confluence follows. \(\square\)

**Theorem 5.6. (Minimality)**

Let \(d\) be a well-initialized controlled derivation such as \(\text{init}(d) = \llbracket s \rrbracket_{\{p, \psi\}}\) or \(\text{init}(d) = \llbracket s \rrbracket_{\{p, \psi\}}\). Derivation \(\uctrl(d)\) has minimal length among all uncontrolled derivations \(d'\) with \(\text{init}(d') = s\) including at least one transition satisfying the request \(\{p, \psi\}\).

**Proof:**

The proofs for the two cases are dual.

Take an uncontrolled derivation \(d'\) satisfying the premises. By definition \(\uctrl(d)\) and \(d'\) are coinitial. We can assume that there is in \(d'\) a unique transition satisfying the request, and that it is the last transition in \(d'\). Let us focus on the second case. For forward (resp. backward) derivations, by forward (resp. backward) confluence (Prop. 5.5) we can extend the derivations to cofinal derivations \(d'; d''\) and \(\uctrl(d); d'''\) with \(d''\) and \(d'''\) forward (resp. backward). Thanks to the shortening lemma (Lemma 4.16) we can assume \(d'; d''\) to be forward (resp. backward) too. By causal consistency the two derivations are causally equivalent, and since they are forward (resp. backward) they differ only for swaps of concurrent actions. Note also that for each request there is a unique action satisfying it (the step of a process after/before a given one is unique, and other requests are determined by process identifiers, message identifiers and variables), hence there is a sequence of swaps of independent transitions transforming \(d'; d''\) into \(\uctrl(d); d'''\). Assume towards a contradiction \(\text{length}(d') < \text{length}(\uctrl(d))\). Then \(t\) in \(d'\) must be swapped with some of the transitions preceding (resp. following) \(t\) in \(\uctrl(d)\), but this is impossible thanks to Theorem 5.4. \(\square\)
6. Related Work

As mentioned in the Introduction, this paper is a revised and extended version of [16], where causal-consistent replay has been introduced. However, [16] concentrates on replay and mentions reversibility only briefly, while the present paper integrates the notion of causal-consistent replay with the reversible semantics in [12].

Our replay mechanism is strongly related (indeed dual) to causal-consistent rollback, and its instance on debugging, namely causal-consistent reversible debugging. Causal-consistent reversible debugging has been introduced in [5] in the context of the toy language μOz, and, beyond this, it has only been used so far in the CauDEr [7, 28] debugger for Erlang. Causal-consistent rollback has also been studied in the context of the process calculus HOπ [6] and the coordination language Klaim [11]. We refer to [5] for a description of the relations between causal-consistent debugging and other forms of reversible debugging.

Beyond CauDEr, the only reversible debugger for actor systems we are aware of is Actoverse [29], for Akka-based applications. It provides many relevant features complementary to ours, such as a partial-order graphical representation of message exchanges that would nicely match our causal-consistent approach. On the other side, Actoverse has several limitations. For instance, its facilities to replay misbehaviors, such as message-oriented breakpoints to force specific message interleavings and support for session replay, are more limited than our causal-consistent replay. Furthermore, it allows one to explore only some states of the computation, such as the ones corresponding to message sending and receiving.

Another interesting related work is [30], where an approach to record and replay for actor languages is introduced. While we concentrate on the theory, they focus on low-level issues: dealing with I/O, producing compact logs, etc. Actually, we could consider some of the ideas in [30] in order to produce more compact logs.

At the semantic level, the work closer to ours is the reversible semantics for Erlang in [12]. However, both our logging semantics and our replay reversible semantics do not consider queues in the processes nor a rule Sched to deliver messages from Γ to the local queue of a process. This might seem a minor change, but it has a significant effect: the notion of concurrency is much more natural, as explained in Section 2.3 since we do not need to consider that moving a message from Γ to a local queue and receiving a message are in conflict. This conflict was artificially introduced in [12] because of the design of the semantics therein. Moreover, while the reversible semantics in [12] basically models a reversible interpreter for the language, our replay reversible semantics is driven by the log of an actual execution. Finally, our controlled semantics, built on top of the uncontrolled reversible semantics, is much simpler and elegant than the low-level controlled semantics in [12] which, anyway, is based on undoing the actions of an execution up to a given checkpoint (rollback requests were later introduced in [7]).

None of the works above treats the possibility of a causal-consistent replay and, as far as we know, such notion has never been explored in the (huge) literature on replay. For instance, no reference to it appears in a recent survey [31]. According to the terminology in the survey, our approach is classified as a message-passing multi-processor scheme (the approach is studied in a single-processor multi-process setting, but it makes no use of the single-processor assumption). It is in between content-
based schemes (that record the content of the messages) and ordering-based schemes (that record the source of the messages), since it registers just unique identifiers for messages. This reduces the size of the log (content of long messages is not stored) w.r.t. content-based schemes, yet differently from ordering-based schemes it does not necessarily require to replay the system from a global checkpoint (but we do not yet consider checkpoints).

Main distinctive traits of our work, beyond considering causal-consistent replay, are a formal characterization of the approach at the semantic level, and its instantiation to the Erlang language. A related work using the ordering-based scheme is [19]: it provides an interesting technique based on race detection to avoid logging all message exchanges, that we may try to integrate in our approach in the future (though it considers only systems with a fixed number of processes). A content-based work is [32] for MPI programs, which does not replay calls to MPI functions, but just takes the values from the log. By applying this approach in our case, the state of $\Gamma$ would not be replayed, and causal-consistent replay would not be possible since no relation between send and receive is kept.

Our work is also related to slicing, and in particular to [33], since it also deals with concurrent systems. Both the approaches are based on causal consistency, but slicing considers the whole computation and extracts the fragment of it needed to explain a visible behavior, while we instrument the computation so to be able to go back and forward.

Techniques similar to the ones we used for rollback can also be used to define and implement safe sessions, where a computation that fails can automatically be re-executed, thus managing transient faults. Such an approach has been used, e.g., in Stabilizers [34] and Transactors [35].

7. Conclusions and Future Work

In this work, we have introduced the notion of causal-consistent replay, which is dual to the recent notion of causal-consistent reversibility. Our framework considers a functional and concurrent programming language based on message passing. Indeed, our language is close to Erlang, thus providing an excellent background for the development of a causal-consistent replay debugger for this language. Nevertheless, the basic ideas are applicable to other concurrent languages and calculi based on message passing. In principle, it could also be applied to shared memory languages, yet it would require to log all interactions with shared memory (which may give rise, in principle, to an inefficient scheme). In our framework, the actual execution of a program produces some logs that can be used to replay this particular execution, or a causally equivalent one, back and forth. Moreover, we have proved that the same misbehaviors appear in the logged derivation and in all causally equivalent replays. Therefore, the user can focus on the actions and processes of interest, and still be able to find the bug. For this purpose, we have introduced a replay/rollback semantics controlled by the user requests which is sound and minimal. Thus, it constitutes an excellent basis for the implementation of a causal-consistent replay debugger.

We have undertaken the development of a proof-of-concept implementation of a replay debugging tool for Erlang, which is based on the developments presented in this work. In particular, we are working on an extension of our debugger CauDEr [7, 28] to accept both a source program and a log of a computation. Furthermore, we will incorporate all replay and rollback requests introduced in Section 5.
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