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* Exploit instruction-level and thread-level parallelism

* Key resources are shared
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* Intel Xeon E5645
* |IBM POWERS

» Software process schedulers
* Prototyped as a user-level applications in Linux

* Guided by performance counters (/ibfom library)
* Processor specific events

* Multiprogram workloads with SPEC CPU2006 benchmarks
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D. Xu, C. Wu, and P.-C. Yew, “On mitigating memory bandwidth contention through
bandwidth-aware scheduling”, at PACT 2010

* Distributes the memory requests over the workload execution time to
minimize bandwidth contention

BR?U_RE‘THG?:H =IABW
Select the process P_head at the queue head

B‘ﬁ"rﬂmnain— :Tﬂjff"{fad CPURewnain - #CDI‘ES—].
while CPUg.main > 0 do

p .
p=0 TP select the process P that maximizes

# cores FITNESS(F’) = TBWg -1 f
| opremain —TRE, |

g < 2p=0AvgTRyy * T7

Quantifies the gap between the
predicted TRym and the available
TR\ per still unallocated core

AT _ P
BW Remain — — T-qu,e_fﬂ;_f; CPURE‘ﬂzain -

end while
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* Addresses bandwidth contention on the entire memory hierarchy
i. Process selection to approach the IABW

ii. Process allocation to balance the cache requests over the caches in that level
* Minimize contention
* nsteps (n = levels with multiple shared caches)

[ Main memory }
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* Addresses bandwidth contention on the entire memory hierarchy
i. Process selection to approach the IABW

ii. Process allocation to balance the cache requests over the caches in that level
* Minimize contention
* nsteps (n = levels with multiple shared caches)

|

Main memory }
| Distribute the processes to

balance the L3 requests
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* Addresses bandwidth contention on the entire memory hierarchy
i. Process selection to approach the IABW

ii. Process allocation to balance the cache requests over the caches in that level
* Minimize contention

* nsteps (n = levels with multiple shared caches)

[ Main memory }
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Memory-hierarchy bandwidth-aware scheduler

Algorithm 2 Memory-hierarchy bandwidth-aware scheduler
Require: Benchmarks submitted with execution time and TRysps in stand-alone execution

1: JABW — E— (TRMM)*T

Z TP
cores

2: while there are unfinished jobs do
3 Block the executing processes and place them at the queue t
4 for each process P executed in the last quantum do
A for each cache level L do
6
7
8
9

Process selection:
Update TR for process P in cache level L main memory bandW|dth'awa re
end for
end for
:  BWgemain =IABW
10:  Seleet the process P_head at the queue head
11:  BWgomain— =TR£,-§;“‘£, CPURemain = #cores—1
12:  while CPUpgpmain = 0 do
13: select the process P that maximizes
14: FITNESS(p) =

1
BWRemain P
e _TRM’M’

15: B“'T.Remat'n - = TR;:{A-I: CPURemaén - —
16:  end while
17:  for each level i in the cache-hierarchy with shared caches beginning from the LLC do

) _ XTTR

19: for each cache in level L; do

20; BWgemain = AVG_TR(L;), CPURemain = # cores sharing the cache

21: while CPUpg.main > 0 do

22: From the remaining processes selected to share the immediately lower memory
level, select the process P that mafcimizes

23: FITNESS(p) = Bw’:ﬂ?ﬁiﬂn —TRE;|

24: BW Remain— = TRE,, CPU R pain — —

25: end while

26: end for

27:  end for

28:  Unblock the processes, and allocate them in the chosen core
29:  Sleep during the quantum

30: end while
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Memory-hierarchy bandwidth-aware scheduler

Algorithm 2 Memory-hierarchy bandwidth-aware scheduler
Require: Benchmarks submitted with execution time and TRysps in stand-alone execution

Tpo (TRigp)*T?
. _
1: IABW = DZP=0A:;;J
while there are unfinished jobs do
Block the executing processes and place them at the queue t
for each process P executed in the last quantum do

2:
3
4
5: for each cache level L do
6
7
8
9

Process selection:

Update TR for process P in cache level L main memory bandWidth'aWa re

end for
end for
. BWgonain =IABW
10:  Select the process P_head at the queue head

11:  BWgomain— =TR£,-§;“‘£, CPUgemain = #cores—1
12:  while CPUpgpmain = 0 do

13: select the process P that maximizes
14: FITNESS(p) =

BWRemain P
Remoin _TRM’M’

15: BWRemain - = TRij}J: CPURemain -
16:  end while
17:  for each level i in the cache-hierarchy with shared eaches beginning from the LLC do

) _ TTR

19: for each cache in level L; do
20; BWRremain = AVG_TR(L;), CPURemain = # cores sharing the cache
21: while CPUg.pmain > 0 do
22; From the remaining processes selected to share the immediately lower memory
level, select the process P that maximizes
23: FITNESS(p) = !
P = [ T
24: BWRemain_ = TRE;‘: CPURemain - —
25: end while
26: end for

27:  end for

28:  Unblock the processes, and allocate them in the chosen core
29:  Sleep during the quantum

30: end while
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The proposal doubles the speedup of the state-of-the-art in some workloads
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* Favor the more sensitive processes by running them in scenarios with
lower bandwidth utilization

* Penalty coefficient = extra reserved bandwidth (but not used)
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IPC-degradation memory-hierarchy bandwidth-aware scheduler

Algorithm 3 IPC-degradation memory-hierarchy bandwidth-aware scheduler

Require: Benchmarks submitted with execution time and TR pras in stand-alone execution, and
penalty coefficients.

S (TR 4 PenaliyCoe fP)+T7
TR
#Heores

10 STABW =

2: while there are unfinished jobs do

3:  Block the executing processes and place them at the quene tail
4:  for cach process P executed in the last guantum do
5: for each cache level L do
6G: Update TR for process P in cache level L
T end for
8  end for
2 BWiemaein = SIABW
10:  Select the process P_head at the quene head
11: BWgreinin— = ('I'Hff-ﬁ}‘”‘ Tt Pr'.rmll'fg,r(.-'m’.,f'r'-“""':), CPURpemain = Feores—1
12:  while CPUgimain = 0 do
13: select the process P that maximizes
14: FITNESS(p) = 15 — :
|W1H (7 Rf”_” fPenalty Coeff)
15: BW remaein— = (TR f;_” +PenaltyCoef”), CPURemain — —

16:  end while
17:  for each level ¢ in the cache-hierarchy with shared caches beginning from the LLC do

18 AVG.TR(L:)= i

19: for each cache in level L; do

20: BW pemain = AVG_TR(L;), CPUgemain = # cores sharing the cache

21: while CPUpg,ain = 0 do

22: From the remaining processes selected to share the immediately lower memory
level, select the process P that maximizes

23: FITNESS(p) = BW’;‘,":;.",. T

24: B\Vﬁ’.zmﬂin_ = TRf:'. CPUHemﬂin -

25: end while

26: end for

27 end for

28:  Unblock the processes, and allocate them in the chosen cores
20:  Sleep during the gquantum

30: end while
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Effects of L1 bandwidth on performance

 Stand-alone execution

* Dynamic L1 bandwidth and IPC

* Phase behavior
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Effects of L1 bandwidth on performance

 Concurrent execution

e Two threads running on an SMT core share the L1 cache
* L1 bandwidth contention can limit their performance
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Dynamic L1 bandwidth-aware process allocation

Goal: mitigate L1 bandwidth contention

* Allocation guided by L1 bandwidth

* L1 bandwidth updated at runtime with performance counters
* Adapts to phase behavior
* No preliminary information required
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Dynamic L1 bandwidth-aware process allocation

Goal: mitigate L1 bandwidth contention

* Allocation guided by L1 bandwidth

* L1 bandwidth updated at runtime with performance counters
* Adapts to phase behavior
* No preliminary information required

* L1 requests balanced among the L1 caches to minimize contention
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Dynamic L1 bandwidth-aware process allocation

Goal: mitigate L1 bandwidth contention

* Allocation guided by L1 bandwidth

* L1 bandwidth updated at runtime with performance counters
* Adapts to phase behavior
* No preliminary information required

* L1 requests balanced among the L1 caches to minimize contention

Algorithm 6 Dynamic L1 bandwidth-aware process allocation policy

1: Sort the selected processes in ascending TR 4

2: while there are unallocated processes do

3: Select the processes Ppeaqd and Pigir with maximum and minimum TRy
4 Allocate Py,.,q and Py,;; to the same core

end while

[}
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Self-reliant main memory bandwidth-aware process selection

Proposed process selection:
* Evenly distributes the memory requests along the workload execution time
* Does not require preliminary information

* Updated every quantum

* Replaces the IABW with the OATR

Average main memory
bandwidth of p

OATR = x* #CPUs
Number of hardware
contexts

Online Average Transaction Rate
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Bandwidth-aware scheduler for SMT multicores

Minimizes bandwidth contention on SMT multicores
e At main memory and the L1 caches

Algorithm 4 SMT bandwidth-aware scheduler (BaS)

1: Update the bandwidth requirements for the next quantum of each process p executed in the
previous quantum:
- Gather consumed L1 bandwidth (TRY,)
- Gather consumed main memory bandwidth (TR%,,,)

2: Process selection - Aware of main memory bandwidth requirements

3: Process allocation - Aware of L1 bandwidth requirements
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Estimating progress

Progress can be estimated as:

Q }
ITPC?
Pr(}grggg = E I;O_TLRRBTS
i—=0 alone
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Estimating progress

Progress can be estimated as:

Q .
TPC?
Prggrggg — E I;O—T;unnefrs
1=0 “alone

IPC

alone

e Estimated in a low-contention schedule

* Avoids intra-core interference: processes allocated alone on an SMT core

* Minimize inter-core interference: appropriate co-runners
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Estimating progress

Progress can be estimated as:

Q .
TPC?
Prggrggg — E I;O—T;unnefrs
1=0 “alone

IPC

alone

e Estimated in a low-contention schedule

* |PCin the low-contention schedule

* Assumed equal to IPC alone
* Assumed valid for the n following quanta

Contention-Aware Scheduling in SMT Multicore Processors Josué Feliu Valencia, February 22, 2016 31/60



Introduction  BW-Aw Sched. on CMPs  BW-Aw Sched. on SMT CMPs Progress-Aw Sched.  Symbiotic Sched.  Conclusions

000 00000 00 @00000 0000 0)0)0)

Estimating progress

Progress can be estimated as:

Q i
PTOQ?‘ESS _ Z IPCCO—TUTLHBTS
1
i—=0 1P “alone

IPC

alone

e Estimated in a low-contention schedule

* |PCin the low-contention schedule

* |naccuracy estimating IPC

» Standalone IPC assumed valid for a too long interval

alone

* Process interference in the low-contention schedule is high
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Estimating progress

Benchmarks

\ 4 \ 4

[ Light-sharing ] [ Heavy-sharing ]
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[ Fair scheduler greatly reduces unfairness ]
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[ Fair reduces Linux unfairness to a third ]
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* The yellow line shows the average main memory bandwidth of the mixes.
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* Fair scheduler performance:
e Similar to Perf when bandwidth contention is not too high
* Lower than Perf for higher bandwidth contention
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Despite focusing on fairness Fair
improves Linux performance

* Fair scheduler performance:
e Similar to Perf when bandwidth contention is not too high
* Lower than Perf for higher bandwidth contention
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[ Unfairness with Perf&Fair slightly above that of Fair ]
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[ Perf&Fair reduces Linux unfairness close to a half ]
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e Perf&Fair scheduler performance with respect to Perf:

Better with “low”
bandwidth contention
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[ Perf&Fair achieves, on average, better performance than Perf across all evaluated mixes ]
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. Introduction
ll.  Predicting job symbiosis
lll.  Symbiotic scheduling

IV. Experimental evaluation
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* Symbiotic scheduler: based on a model that estimates job symbiosis

* Predicts the slowdown of the applications on a schedule

* |t is fast, allowing to find a (close to) optimal schedule
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Interference model

* The proposed model leverages CPI stacks to predict job symbiosis
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* The proposed model leverages CPI stacks to predict job symbiosis
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* (; represents thread j own component in ST mode
* (j represents the ST component of the other threads in the schedule

. Cj’ identifies the SMT component of thread j

* O, Bc Ve and O,

* Tied to specific components, not to applications
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Model construction and slowdown estimation

* Model parameters determined by linear regression
* One-time offline training
* Based on experimental data
e Tied to CPl components, not to applications -> no need to retrain
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* Based on experimental data
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Model construction and slowdown estimation

* Model parameters determined by linear regression
e One-time offline training
* Based on experimental data
e Tied to CPl components, not to applications -> no need to retrain

2.5 2

Normalized CPI
o
[o:]

0.5 0.2
0 0
: Appl App2 ST CPI | Appl App2
Measured ST CPI stacks ST CPI stacks
(Alone) normalized to ST CPI
1.4
2.5 v 1:2
2 — Normalizatipn ym || 1
= 15 over ST CPI 508
o 2 06
' I I «n 0.4
0.5 0.2
o] o]
1 Appl App2 1 Appl App2
Measured SMT CPI stacks SMT CPI stacks
(Together) normalized to ST CPI

Contention-Aware Scheduling in SMT Multicore Processors Josué Feliu Valencia, February 22, 2016 48/60



Introduction  BW-Aw Sched. on CMPs  BW-Aw Sched. on SMT CMPs Progress-Aw Sched. Symbiotic Sched. Conclusions

000000 @000 00O

Model construction and slowdown estimation

* Model parameters determined by linear regression
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Selection of the (optimal) schedule

* Too large number of different schedules

n!

el Ge

n application onto c cores

* More than 2M schedules for 16 application in 8 cores!
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Selection of the (optimal) schedule

* Too large number of different schedules

n!

el Ge

n application onto c cores

* More than 2M schedules for 16 application in 8 cores!

 SMT2 (2 threads per core) scheduling

* Modeled as a minimum-weight perfect matching problem
* Solved in polynomial time using the blossom algorithm
* Select the optimal schedule
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VIT Interterence-aware scheaduling
Selection of the (optimal) schedule

* Too large number of different schedules

n!

el Ge

n application onto c cores

* More than 2M schedules for 16 application in 8 cores!

 SMT2 (2 threads per core) scheduling

* Modeled as a minimum-weight perfect matching problem
* Solved in polynomial time using the blossom algorithm
* Select the optimal schedule

 SMT4 (4 threads per core) scheduling

* NP-complete problem

» Hierarchical perfect matching algorithm (proposed by Jiang et al?)
* Select a close to optimal schedule

Y. Jiang, X. Shen, J. Chen, and R. Tripathi. “Analysis and Approximation of Optimal Co-scheduling
on Chip Multiprocessors”, at PACT 2008.
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Scheduling steps

Collectthe Find the Run the

schedule

SMT best
CPI stacks schedule
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Main contributions

15t contribution

We propose the memory-hierarchy bandwidth-aware scheduling
algorithm for single-threaded multicores

Bandwidth contention can rise at any level of the memory hierarchy

The proposed algorithm:

* Minimizes cache-hierarchy bandwidth contention balancing the requests
that each cache receives

* Processes most sensitive to contention are scheduled in favorable scenarios

Speeded of the turnaround time 6.6% with respect to Linux
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Main contributions

2"d contribution

We propose the bandwidth-aware scheduling algorithm for SMT multicores

L1 caches become shared

 Bandwidth contention at the L1 caches rises

The proposed algorithm

* Uses the dynamic L1 bandwidth-aware process allocation policy (minimizes
L1 bandwidth contention)

* Mitigates main memory bandwidth contention without preliminary
information

Improves average IPC by 4.6% with respect to Linux

Contention-Aware Scheduling in SMT Multicore Processors Josué Feliu Valencia, February 22, 2016 56/60



Introduction BW-Aw Sched. on CMPs BW-Aw Sched. on SMT CMPs
000 0000 000

Progress-Aw Sched. Symbiotic Sched.  Conclusions
000000 000 000

Main contributions

3rd contribution

We propose progress-aware scheduling algorithms to deal with fairness in
SMT multicores

Approach to measure the progress of the processes at runtime

* Based on estimates of the IPC,,,.. in low-contention schedules

Proposed progress-aware algorithms:

* Fair: minimizes unfairness

» Perf&Fair: reduces unfairness and increases performance

Fair reduces Linux unfairness to a third

Perf&Fair reduces Linux unfairness to a half and improves turnaround time by 5.6%

Contention-Aware Scheduling in SMT Multicore Processors

Josué Feliu

Valéncia, February 22, 2016 57/60



Introduction BW-Aw Sched. on CMPs  BW-Aw Sched. on SMT CMPs Progress-Aw Sched. Symbiotic Sched.
000 0000 00 000000 000

Conclusions
000

Main contributions

4th contribution

We propose a symbiotic job scheduler

SMT interference model based on CPI stacks

* Predicts the performance of any combination of applications

e Considers contention in all the shared resources of SMT cores

Scheduling modeled as a graph problem

 SMT2: optimal schedule with the blossom algorithm

* SMT4: near optimal schedule with the hierarchical perfect matching algorithm

STP increases by 6.7% (SMT2) and 5.9% (SMT4) over Linux
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Future directions

Scheduling is going to be a hot topic in the next years

* Scheduling parallel applications
e Optimal number of threads, cores, or SMT mode for each application
e Concurrent execution of multiple parallel applications

* Scheduling to make the best use of new architectures and features
e Cache partitioning capabilities
* Tune prefetching
* Heterogeneous systems

e Scheduling in mobile devices
* Improving performance/watt
* Real time constraints
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Process selection methodology

Workload launched Workload finished
Pi  # > b *
T1 : T3
Pi+1 @ ¢ :
: T2
Pn i ) . 2
Legend:

® The process is launched.
¥ The process finishes, but is relaunched to complete its target number of instructions.
@ The process completes its target number of instructions, concluding its execution.

Ficurg 3.5: Timing chart under the process selection methodology.
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Legend:

® The process is launched.
? The process finishes, but is relaunched to complete its target number of instructions

® The process completes its target number of instructions, concluding its execution.

Ficure 3.6: Timing chart under the process selection methodology.

Valéncia, February 22, 2016 1/XX

Josué Feliu

Contention-Aware Scheduling in SMT Multicore Processors



Introduction ~ BW-Aw Sched. on CMPs  BW-Aw Sched. on SMT CMPs Progress-Aw Sched. Symbiotic Sched.  Conclusions

contribution - experimental evaiuation
Setup

* Intel Xeon X3320

* 4 cores, no SMT support
* Two L2 caches, shared by a pair of cores [ Main memory J

* 10 multiprogram workloads

* 8 applications per workload

* Varying bandwidth requirements at
main memory and the L2 cache @ @ @ @
* MM BW between 20 and 40 t/usec
* Metric

* Turnaround time

e Evaluated schedulers:

* Linux, default Completely Fair Scheduler (CFS)

* Baseline main memory bandwidth-aware scheduler (MMaS)
 Memory-hierarchy bandwidth-aware scheduler (MHaS)

» |PC-degradation memory-hierarchy bandwidth-aware scheduler (IDaS)
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Setup
e 6-core Intel Xeon E5645

* Supports simultaneous multithreading (SMT)

Process allocation

e Multiprogram workloads

* 2 benchmarks per core,
from 2 to 6 cores

* Balanced and non-balanced mixes

* Metrics
* Average IPC

* Harmonic mean of IPC speedup

e Evaluated algorithms

Dynamic L1 bandwidth-aware
Static L1 bandwidth-aware

(Uses de offline average bandwidth)

e Random -
* Linux .

Xperimental evaluation

Scheduler

* Multiprogram workloads

* Double number of benchmark than
hardware threads

e Random workload

* Metrics

* Average IPC
* Harmonic mean of IPC speedup

e Evaluated algorithms
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Dynamic process allocation policy — Harmonic mean of IPC speedups

__DOlinuxPA W Static PA M Dynamic PA

Speedup (%)

Balanced | 2E|1E| OE| Balanced |3E|2E| 1E| Balanced |4E|3E|2E

4 threads 6 threads 8 threads 12 threads
2 SMT cores 3 SMT cores 4 SMT cores 6 SMT cores
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Dynamic process allocation policy — Harmonic mean of IPC speedups

__DOlinuxPA W Static PA M Dynamic PA

Speedup (%)

n\

13 1411516 |17 |18

10|11

Balanced | 2E|1E| OE| Balanced |3E|2E| 1E| Balanced |4E|3E|2E

4 threads 6 threads 8 threads 12 threads
2 SMT cores 3 SMT cores 4 SMT cores 6 SMT cores

[ Higher between the static and dynamic policies J
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e 6-core Intel Xeon E5645

e Supports simultaneous multithreading (SMT)

Progress-aware schedulers

Multiprogram e 24 applications per workload
workloads * Average TRMM of the workloads from 50 to 130 t/usec

e Turnaround time

Metrics )
e Unfairness

 Random
Evaluated algorithms e Linux
 SMT bandwidth-aware (Perf)
* Progress-aware Fair
* Progress-aware Perf&Fair

Contention-Aware Scheduling in SMT Multicore Processors Josué Feliu Valencia, February 22, 2016 1/XX
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Progress evolution over time

Fair scheduler AVG = == Fair scheduler MAX = = =« Fair scheduler MIN
e | iNUX SCheduler AVG e e Linuxscheduler MAX ee=slLinuxschedulerMIN
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Fig X. Dynamic progress of processes in mix M7 with the Fair and Linux schedulers.

Valencia, February 22, 2016
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Progress evolution over time
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Fig X. Dynamic progress of processes in mix M7 with the Fair and Linux schedulers.

[ Minimum progress by 40% ]
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Progress evolution over time
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Progress evolution over time

Fair scheduler AVG = == Fair scheduler MAX = = =« FQir scheduler MIN
e | iNUX SCheduler AVG e e Linuxscheduler MAX ee=slLinuxschedulerMIN

100%

S 80%
an
(@]
‘5. Q,
o 60%
ke
=
g  40%
£
=
(®]
< 20%

0%

0 400
Execution time
Fig X. Dynamic progress of processes in mix with the Fair and Linux schedulers.

[ Minimum progress by 40% ] [ Minimum progress by 75% ] [ Minimum progress by 68% ]

Contention-Aware Scheduling in SMT Multicore Processors Josué Feliu Valencia, February 22, 2016



Introduction  BW-Aw Sched. on CMPs  BW-Aw Sched. on SMT CMPs Progress-Aw Sched.  Symbiotic Sched.  Conclusions

System throughput

Linux scheduler = Porf scheduler
51 = Pr-Aw Fair scheduler = Pr-Aw Perf&Fair scheduler
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Fig X. Number of remaining processes along the execution of mix 9 with the studied schedulers.
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System throughput

Linux scheduler = Perf scheduler
= Pr-Aw Fair scheduler = Pr-Aw Perf&Fair scheduler
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Fig X. Number of remaining processes along the execution of mix 9 with the studied schedulers.

Perf Fair
e Best turnaround time e “Bad” turnaround time
* Worst fairness e Best fairness

Contention-Aware Scheduling in SMT Multicore Processors Josué Feliu Valencia, February 22, 2016



Introduction  BW-Aw Sched. on CMPs  BW-Aw Sched. on SMT CMPs Progress-Aw Sched.  Symbiotic Sched.  Conclusions

System throughput

Linux scheduler = Perf scheduler
= Pr-Aw Fair scheduler = Pr-Aw Perf&Fair scheduler
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Fig X. Number of remaining processes along the execution of mix 9 with the studied schedulers.

Perf Fair Perf&Fair
e Best turnaround time e “Bad” turnaround time e Best turnaround time
* Worst fairness e Best fairness * Good fairness
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VIT Interrerence-aware scheaduling
Reduction of the CP| stack components

45 events form the full CPI stack of the IBM POWERS

6 thread-level counters are implemented (4 programmable)

 Structural conflicts on some events that cannot be measured together
* 19 time slices required to build the full CPI stack

Unacceptable for scheduling
e Obtaining an updated CPI stack is not possible

Fortunately, the CPI stack model is build hierarchically

* Top level with 5 components

 The model accuracy is reduced, but it has lower complexity and use updated CPI
stacks
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Setup
* 10-core IBM POWERS8

* 100 random multiprogram workloads

* From 6- to 10-core workloads
e 2 and 4 applications per core for SMT2 and SMT4

* Metrics

e System throughput (STP)
* Average normalized turnaround time (ANTT)

e Evaluated schedulers:

« Random

e Linux, default Completely Fair Scheduler (CFS)
* Dynamic L1 bandwidth-aware scheduler

* Symbiotic scheduler

 NUMA-aware Symbiotic scheduler
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* 100 random multiprogram workloads

* From 6- to 10-core workloads
e 2 and 4 applications per core for SMT2 and SMT4

* Metrics

e System throughput (STP)
* Average normalized turnaround time (ANTT)

e Evaluated schedulers:

« Random

e Linux, default Completely Fair Scheduler (CFS)
* Dynamic L1 bandwidth-aware scheduler

* Symbiotic scheduler

 NUMA-aware Symbiotic scheduler

Symbiotic Sched. Conclusions
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YMDIOSIS Patterns
SMT4

leslie3d
libquantum
xalanchmk
cactusADM
h264ref
bwaves
soplex
sjeng
xalanchmk
milc
Zeusmp
gobmk

lbm

mct
bwaves
cactusADM
gcc
libquantum
xalanchmk
astar

Ficurge 7.12: Frequency matrix for a 5-core workload running in SMT4 mode.



