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Abstract. Program slicing is an analysis technique that has a wide range of applications, ranging from compilers to clone detection software, and that has been applied to practically all programming languages. Most program slicing techniques are based on a widely extended program representation, the System Dependence Graph (SDG). However, in the presence of unconditional jumps, there exist some situations where most SDG-based slicing techniques are not as accurate as possible, including more code than strictly necessary. In this paper, we identify one of these scenarios, pointing out the cause of the inaccuracy, and describing the initial solution to the problem proposed in the literature, together with an extension, which solves the problem completely. These solutions modify both the SDG generation and the slicing algorithm. Additionally, we propose an alternative solution, that solves the problem by modifying only the SDG generation, leaving the slicing algorithm untouched.
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1 Introduction

Program slicing [20, 18] is a technique for program analysis and transformation whose main objective is to extract from a program the set of statements that affect a given set of variables in a specific statement, the so-called slicing criterion. The programs obtained with program slicing are called slices, and they are used in many areas such as debugging [1], program specialization [2], software maintenance [7], code obfuscation [13], etc.

There exist several algorithms and data structures to represent programs that can be used to compute slices, but the most efficient and broadly used data structure is the System Dependence Graph (SDG), introduced by Horwitz et al. [9]. It is computed from the program’s source code, and once built, a slicing criterion is chosen and mapped on the graph, that is then traversed with the algorithm proposed in [9] to compute the corresponding slice.
The SDG is the result of assembling a set of graphs that represent information about a program. Figure 1 depicts how the SDG is built using the Control Flow Graph (CFG) as the starting graph. First, using the CFG of each function definition in the code, two different graphs are built: (i) the Control Dependence Graph (CDG) [6] and (ii) the Data Dependence Graph (DDG) [19, 6]. The union of both graphs results in the Program Dependence Graph (PDG) [14, 6], which represents all data and control dependencies inside a concrete function. Finally, PDG’s function calls, definitions and their parameters are linked with interprocedural arcs, generating the final SDG. The SDG can be traversed from a slicing criterion to produce a slice in linear time with the algorithm proposed in [9].

![Sequence of graphs generated to build the SDG.](image)

Fig. 1. Sequence of graphs generated to build the SDG.

As all the aforementioned graphs conforming the SDG represent different relationships of the program, an improvement in the accuracy of these graphs results in a direct impact on the accuracy of the SDG. Throughout the years, the SDG has been augmented with different dependencies, and several techniques have been defined to properly represent complex situations: interprocedural alternatives to compute executable slices [4], extensions of the CFG to represent interprocedural control dependencies [17], object-oriented language representations and slicing [12], or program slicing in concurrent environments [10, 5] are some examples of the evolution of the SDG.

For the purpose of this paper, we are interested in the evolution of the unconditional control flow treatment for program slicing. In this specific area, the initial proposal was the one introduced by Ball and Horwitz [3]. In their work, the authors considered a simplified language with scalar variables and constants, assignment statements, jump statements (goto, break, halt, etc.), conditional statements (if-then, if-then-else), and loops (while and repeat). Despite the simplicity of the given programming language, the ideas proposed can be applied to any kind of unconditional jumps present in other programming languages. In this paper, we provide examples using the break statement in the Java programming language, even though the problem presented and its solution can be applied to any statement that represents an unconditional jump. The following example illustrates the problem identified by Ball and Horwitz after their proposal.

*Example 1 (Unconditional jump subsumption [3]).* Consider the Java method shown below on the left-hand side:
This method contains a while statement, from which the execution may exit naturally or through any of the break statements. To represent the rest of statements and conditional expressions, uppercase letters are used; and, for simplicity, we can assume that there are no data dependencies between them.

Now consider statement C as the slicing criterion: each input that produces a computation in the original program that reaches C must produce a computation in the slice that also reaches C. Note that C is only executed when X is true and Y is false.

The code in the centre displays the computed slice by Ball and Horwitz’s approach; the code on the right-hand side is the minimal slice. As can be observed, the break in line 6 and its surrounding if statement (if (Z)) have been unnecessarily included in the slice, since the evaluation of Z does not influence the execution of a break after being the Y statement evaluated to true. Their inclusion would not be specially problematic, if it were not for the condition of the if statement (Z), which may include extra data dependencies that are unnecessary in the slice and that may lead to include other unnecessary statements, making the slice even more imprecise.

The rest of the paper is structured as follows: Section 2 illustrates the rationale behind the problem shown in Example 1, detailing how dependencies are generated, identifying when the problem shows up, and describing the solution proposed by Kumar and Horwitz in [11], where the authors introduced changes in two steps of the process shown in Figure 1. Section 3 proposes an alternative solution that is simpler and does not need to change the slicing algorithm, lowering the time complexity while preserving completeness at all times. Finally, Section 4 concludes the article outlining the main contributions.

2 Unconditional jumps and the PPDG

To keep the paper self-contained, we start with the definition of control flow graph.

Definition 1. (control flow graph) Given a program P, the control flow graph of P is a graph (N, A) where N is a set of nodes that contains one node for
each statement in the program, and \( A \) are arcs that represent the execution flow between the nodes:

**Statement node.** Any statement that is not a conditional jump. These nodes have one outgoing edge pointing to the next statement of the program.

**Predicate node.** Any conditional jump statement, such as `if`, `while`, etc. These nodes have two outgoing edges labelled true and false, leading to the statements that would be executed regarding the condition evaluation.

The CFG of the Original program in Example 1 is shown in Figure 2 (left), where \( N \) are all the nodes and \( A \) all the solid black arcs in the graph (we will ignore the dashed red arcs for now, since they are not part of the CFG). In this graph, all nodes with just one outgoing arc of \( A \) represent statements, while all nodes with two outgoing arcs of \( A \) labeled with 'T' or 'F' represent predicates.

![Control Flow Graph](image)

**Fig. 2.** ACFG (left) and CDG (right) of the code in Example 1.

The control flow graph is the basis to calculate control dependencies in a program and, thus, the control dependence graph.

**Definition 2 (Control dependence).** Let \( G \) be a CFG. Let \( X \) and \( Y \) be nodes in \( G \). A node \( Y \) post-dominates a node \( X \) in \( G \) if every directed path from \( X \) to the End node passes through \( Y \). Node \( Y \) is control dependent on node \( X \) if and only if \( Y \) post-dominates one but not all of \( X \)'s CFG successors.

**Definition 3 (Control dependence graph).** Given a program \( P \) and its associated CFG \( G_{CFG} = (N, A) \), the Control Dependence Graph (CDG) of \( P \) is a graph \( G_{CDG} = (N, A') \) where \((x, y) \in A'\) if and only if node \( y \in N \) is control-dependent on node \( x \in N \).
Unconditional jump statements distort the usual understanding of control dependence, and they invalidate the standard representation of control dependencies in the CDG. Example 2 shows that the standard definition of control dependence is insufficient in presence of unconditional jumps.

Example 2 (Control dependencies induced by unconditional jumps). Consider the following code on the left-hand side and the slicing criterion $x$ in the last line.

```
1 x = 0;
2 while (true) {
3 x++;  
4 if (x>10) 
5 break;
6 }
7 print(x);
```

```
1 x = 0;
2 while (true) {
3 x++;  
4 if (x>10) 
5 }  
6 print(x);
```

Original program Wrong slice

The slice of this code is the whole code (everything is needed to reach the slicing criterion). Nevertheless, according to Definition 2, the `break` statement in line 5 does not control any other statement, that is, no statement depends on the `break` statement. Therefore, the (wrong) slice computed with the standard definition of control dependence would be the code on the right. This is an infinite loop that never reaches the slicing criterion. Clearly, the execution of `print(x)` is in some way controlled by the execution of `break` and, thus, unconditional jumps induce some kind of control dependencies that are not captured in Definition 2.

To deal with this problem (i.e. unconditional control flow statements), Ball and Horwitz [3] proposed a modification of the CFG in presence of unconditional control flow statements, which result in a CDG with augmented dependencies. This approach is the most popular one and the one used in most of the subsequent literature [15, 11, 16]. The main modification applied to the CFG consists in the introduction of a third category of nodes in the definition of the CFG:

**Pseudo-predicates.** Unconditional jumps (i.e. `break`, `goto`, `return`\(^1\), etc.) are treated like predicates, where the outgoing edge labelled `false` is marked as non-executable—because there is no possible execution where such edge would be possible, according to the definition of the CFG [8]. For unconditional jumps, the `true` edge leads to the statement at the jump destination, and the `false` edge to the statement that would be executed if the jump was skipped.

The graph obtained from adding the `false` arcs to the pseudo-predicate nodes of a CFG is called the Augmented CFG (ACFG). As a consequence of the appearance of pseudo-predicate nodes, in an ACFG every statement between an unconditional jump and its destination is control-dependent on it (see Definition 2), as can be seen in Example 3.

\(^1\) The target of a `return` statement is the exit of the procedure it’s in, from which control will be handed back to the previous procedure in the call stack.
Example 3 (Control dependencies generated by unconditional jumps). Consider again the ACFG in Figure 2 (left), which represents the code in Example 1. Here, solid arrows represent edges that come out from statements, predicates, and true pseudo-predicate branches; and dashed red arrows represent the non-executable (false) branches of pseudo-predicates. When we transform this ACFG to a CDG, we obtain the CDG in Figure 2 (right), where the slice with respect to variable C is represented with grey nodes.

Even though Ball and Horwitz solved the exposed problem with the definition of the ACFG, there was still a problem they were not able to solve. This problem is represented in the code of Example 1. It appears when there are two different unconditional jumps with the same jump destination. Due to the false pseudo-predicate arcs in the ACFG, all the statements between the first unconditional jump and the second one become directly control-dependent on the first jump, including the second one. Similarly, all the statements located between the second jump and the destination statement become directly control-dependent on the second jump. As a result of the transitive dependence, when any statement between the second jump and the destination statement is required, the inclusion of both unconditional jump statements in the slice is unavoidable. The inclusion of the first jump statement will increase the size of the slice with all its dependencies, leading to an imprecise slice. The solution proposed in [3] is complete, but not as accurate as it was expected to be.

Ball and Horwitz were aware of the aforementioned problem and, some years later, Kumar and Horwitz proposed a solution in [11]. Their solution was based on two main modifications:

1. **A new definition of control dependence in the presence of pseudo-predicates.** “Node Y is control-dependent on node X if and only if Y post-dominates, in the CFG, one but not all of X’s ACFG successors”. The resulting graph was called the pseudo-predicate PDG (PPDG).

2. **A new slicing algorithm.** The new algorithm established some restrictions in the slicing traversal. “To compute the slice from node S, include S itself and all of its data and control-dependence predecessors in the slice. Then follow backwards all data-dependence edges, and all control-dependence edges whose targets are not pseudo-predicates; add each node reached during this traversal to the slice.”

By the introduction of these novelties, the accuracy of the slice was improved, since it is not possible to add in the slice two pseudo-predicate nodes that jump to the same destination unless one of them is the slicing criterion itself. This approach solved the problem of Example 1, proposed in [3].

3 Alternative solution: unnecessary control dependencies

In this section, we propose an alternative solution to the unconditional jump problem shown in the previous section. The key idea of our approach is to identify
which edges of the CDG are responsible for the inaccurate slices and define a method to avoid building them in the graph generation process.

To properly reason about the accuracy of our approach, we provide a formal definition of slicing criterion and slice.

**Definition 4 (Slicing criterion).** Let $P$ be a program. A slicing criterion $C$ of $P$ is a tuple $(s, v)$ where $s$ is a statement in $P$ and $v$ is a set of variables that are used or defined in $s$.

**Definition 5 (CDG slice).** Given a CDG $G = (N, A)$ and a slicing criterion $(s, v)$, where $n \in N$ represents $s$ in $G$, a CDG slice of $n$ is a subgraph $G' = (N', A')$ such that:

1. $N' \subseteq N$.
2. $\forall n' \in N'$, $n$ is control dependent on $n'$ and $n'$ is needed to execute $n$.
3. $A' = \{(x, y) \in A \mid x, y \in N'\}$.

The standard slicing algorithm, denoted $\text{slice}(G, C)$, collects all nodes that are reachable from the node in $G$ associated with the slicing criterion $C$ traversing backwards the CDG arcs.

We have identified a general situation in which some control dependencies should be omitted. If those control dependencies are removed from the CDG, then the standard slicing algorithm is still complete and precision is kept the same or better. Consider a CDG $G$ with two unconditional jump statements $x$ and $y$ that jump to the same destination, with an arc $(x, y)$ in $G$. There exists a CDG $G'$ with the same set of nodes and a set of arcs obtained by deleting all the control arcs in $G$ with $y$ as target, that produces more accurate program slices. Formally,

**Theorem 1.** Let $G = (N, A)$ be a CDG. Let $x \in N$ be any unconditional jump statement. Let $y \in N$ be an unconditional jump statement without any variable use or definition that jumps to the same destination as $x$. Let $G' = (N, A')$ where $A' = (A \setminus \{(w, y) \mid w \in N\})$. For all slicing criterion $C$, $\text{slice}(G', C)$ is a CDG slice.

**Proof.** We prove the theorem by means of a generic code that captures all possible scenarios that can happen under the conditions of the theorem. We consider two unconditional jump statements, $x$ as the first jump statement and $y$ as the second one. First, $x$ and $y$ cannot be sequential statements because in that case $y$ would be dead code. This forces us to enclose $x$ inside a conditional structure.

As $y$ does not define or use any variable, we add the statement $s_1$ and place an external conditional structure to also prevent it to be dead code. This generic code is depicted in Figure 3 (left). Any statement or groups of them added to this code before or after $x$ or $y$ would produce a similar topology that would not affect the proof. The reason is that any statement represented by a set of nodes has only one successor in the CFG and can never be the source of a control dependence (see Section 2.3 in [3]).
We graphically illustrate this proof by means of figures 3 and 4. Figure 3 represents the ACFG (centre) of the aforementioned code with the ACFG extra arcs represented with dashed red arrows, and its associated CDG (right). Figure 4 represents the same CDG removing two control dependence arcs (dashed red arcs). The figure represents two program slices with respect to two different slicing criteria: \( x \) (left) and \( s_1 \) (right).

**Fig. 3.** Piece of code (left), its ACFG (centre) and its associated CDG (right).

**Fig. 4.** CDG of our approach and CDG slices w.r.t. \( x \) (left) and \( s_1 \) (right).
We distinguish two possible scenarios according to the slice computed by $\text{slice}(G', n)$:

(i) $y \not\in \text{slice}(G', n)$ (Figure 4 left). In this case, node $y$ is not needed to execute $n$ and, thus, the removal of the arcs that end in $y$ do not affect the computation of $\text{slice}(G', n)$ because they are never traversed. Therefore, all nodes needed to execute $n$ belong to the slice (condition 1 in Definition 5) and also all arcs induced by them are kept in the slice (condition 2 in Definition 5). Hence, $\text{slice}(G', n)$ is a CDG slice.

(ii) $y \in \text{slice}(G', n)$ (Figure 4 right). First, according to Definition 4, node $y$ cannot be selected as slicing criterion, as it does not define or use any variables of the program according to the theorem conditions imposed on $y$. Then, because no data dependence exists on $y$, the only possibility to include $y$ in $\text{slice}(G', n)$ is because some statement between $y$ and the jump destination of $y$ is included in the slice ($s_1$ in our graph in Figure 4 (right)).

Because of that, there is an execution path where $y$ affects the execution of this statement. In the case that $\text{cond}_1$ was a loop, $y$ would be control dependent on $\text{cond}_1$ itself, including $\text{cond}_1$ in $\text{slice}(G', n)$ but, in this case, we would obtain the same result because $s_1$ is also control dependent on $\text{cond}_1$ and thus, included in $\text{slice}(G', n)$.

We have two possible scenarios to execute $n$ (see the ACFG in Figure 3 (centre)):

- $s_1$ is executed. Then, $\text{cond}_1$ is false and $\text{cond}_2$, $x$, and $y$ are not executed (they can be excluded from $\text{slice}(G', n)$).
- Either $x$ or $y$ are executed. As the result of executing $x$ and $y$ is functionally the same (the program execution continues at the destination of $y$), there is no difference between taking one path of $\text{cond}_2$ or another.

Therefore, $\text{cond}_2$, $x$ and $y$ can be replaced by $y$ without modifying the behaviour of the program; making the control dependency arcs from $\text{cond}_2$ and $x$ to $y$ unnecessary.

In the three cases, the removal of the arcs that end in $y$ ensure that the two conditions in Definition 5 hold. Thus, $\text{slice}(G', n)$ is a CDG slice.

Algorithm 1 formalizes the new CDG generation process, which removes the unnecessary arcs. To perform that task, the algorithm uses an ACFG as the starting point. The algorithm uses the following functions and sets:

- $\text{genControlArcs}(1)$. It inputs an ACFG and outputs all control arcs that can be obtained according to Definition 2.
- $\text{unJumps}$. This is a set with all nodes that represent an unconditional jump.
- $\text{jumpDest}(1)$. This function inputs a CDG node $n$ that represents an unconditional jump statement and outputs the destination of the jump.

Algorithm 1 first generates all control dependencies in the ACFG. Then, each control dependency $n \rightarrow n'$ is inspected to determine whether both $n$ and $n'$ are unconditional jumps with the same destination. If this is the case, then all control arcs that target node $n'$ are removed. This forms the set $A'$. Finally,
Algorithm 1 CDG Generation Algorithm

Input: An ACFG $G = (N, A)$.
Output: A CDG $G' = (N', A_c)$.

1: $A_c = \text{genControlArcs}(G)$
2: for all $(n_s, n_e) \in A_c$ do
3:  if $(n_s, n_e) \in \text{unjumps} \land \text{jumpDest}(n_s) == \text{jumpDest}(n_e)$ then
4:    $A_c = A_c \setminus (x, n_e) \forall x \in N$
5:  end if
6: end for
7: $N' = N \setminus \{\text{End}\}$
8: $G' = (N', A_c)$

$N'$ is calculated by removing the End node from $N$ and the CDG $G' = (N', A')$ is obtained.

With this generation process, the CDG produced is more accurate than the one produced by Ball and Horwitz. For instance, the CDG associated to the Original program in Example 1 is shown in Figure 5. The CDG slice associated to the slicing criterion $C$ is shown in grey, and it corresponds to the Minimal slice in Example 1. As can be seen, nodes break and if(Z) are no longer part of the slice. The structure of this graph represents now a more realistic control dependence, where unconditional jumps to common destinations are not dependent on each other.

It is worth remarking the main difference between the solution presented in [11] and our approach: the amount of steps of the slicing process that are modified. Both approaches introduce a modification in the CDG generation process. While the amount of arcs generated by Kumar and Horwitz may be lower...
or greater than the amount of arcs generated in the initial proposal ([3]), the amount of arcs generated in our approach is always equal or lower than in the initial proposal. In addition, the approach by Kumar and Horwitz needs to change the standard SDG-traversal algorithm, introducing an overhead when calculating slices. On the contrary, in our approach the SDG-traversal algorithm remains untouched, keeping the slicing process as a graph reachability problem and ensuring the slicing cost proposed by Ottenstein and Ottenstein in [14].

4 Conclusions

Ball and Horwitz proposed the first program slicing technique with a specific treatment for unconditional jumps. Even though their technique produces complete slices in all cases, they were aware that accuracy could be improved, and they proposed a challenging example (analogous to Example 1) where the computed slice was bigger than needed. Some years later, Kumar and Horwitz solved this accuracy problem changing the definition of control dependencies and redefining the standard slicing algorithm.

In this paper, we propose an alternative approach that solves the problem performing fewer changes to the standard approach. Our approach only needs to change the CDG produced, and all the other phases of program slicing (including SDG traversal) remain unchanged. We have theoretically proven the correctness of our approach.
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