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ABSTRACT
Program slicing is a technique to extract the part of a program (the slice) that influences or is influenced by a set of variables at a given point. Computing minimal slices is undecidable in the general case, and obtaining the minimal slice of a given program is computationally prohibitive even for very small programs. Hence, no matter what program slicer we use, in general, we cannot be sure that our slices are minimal. In this work, we present a method to automatically produce a new notion of slice that we call super reduced slice because it is constructed with the combination of different slicing techniques, including the composition of standard program slicers.

CCS Concepts
- Theory of computation \(\rightarrow\) Program constructs;
- Software and its engineering \(\rightarrow\) Software development techniques;
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1. INTRODUCTION
Program slicing is a technique for program analysis and transformation whose main objective is to extract from a program those statements (the slice) that influence or are influenced by the values of one or more variables at some point of interest, often called slicing criterion [13, 12, 1, 9]. This technique has been adapted to practically all programming languages, and it has many applications such as debugging [3], program specialization [8], software maintenance [5], code obfuscation [7], etc.

In the general case, determining the minimal slice is undecidable [13]. For this reason, almost all program slicing techniques guarantee that their computed slices are complete (i.e., they contain all statements that do influence the slicing criterion), but, in general, they are not precise.

Reducing the size of the computed slices would speed up many software processes. For instance, compilers use program slicing to remove dead code, and many analyses use program slicing as a preprocessing stage to detect variable dependencies. Hence, making slicing accurate would also improve the later analyses based on it. In this work, we describe a process to produce super reduced slices. Even though our implementation has been designed for Erlang, the proposed ideas and the described methodology are directly applicable to any other language.

2. SUPER REDUCED PROGRAM SLICES
In this section, we combine several ideas and techniques so that they successively refine a slice in a complementary way. The combination takes into account the cost of the different techniques, and it minimizes the amount of work done by those techniques that are more expensive. We also describe how we have instantiated this methodology for Erlang in our implementation. We call the slices produced by our technique super reduced slices (SR-slices) because none of the techniques used to produce them can further reduce them by themselves. The methodology follows the schema shown in Figure 1.
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**Figure 1:** Combination of techniques to produce super reduced program slices.

Given a program (in the figure Original Program), we compute its SR-slice (in the figure Super Reduced Slice) following two independent phases. Each phase has been enclosed inside a box, and it implements different slicing processes (enclosed inside dark grey boxes) that produce different slice
refinements (enclosed inside white squares). In particular, the output of the first phase is a slice of the original program, which is the input of the second phase. All processes are fully automatic. Observe that this is a general scheme that can be adapted to any other language. We only need to instantiate the dark grey components: two program slicers and a test-case generator (the observation-based slicing (ORBS) [2] technique is already paradigm-independent and works for any language).

**Phase 1:** In the first phase, we propose the use of a set of slicers to repeatedly slice the original program until a fixpoint is reached. Different program slicers usually implement different techniques and optimizations to further reduce the size of a slice. Hence, we can use an already existing program slicer to produce a first slice that we can use as the starting point to further reduce its size with another program slicer. Thus, given a program $P$, $\text{slice}_A(\text{slice}_B(P))$ could take advantage of the combined power of slicer $A$ and slicer $B$.

In our Erlang implementation, we use two slicers. First, we slice the original program with one slicer, and then we slice the slice with another slicer. The produced slice is sliced again with the first slicer, and so on until the slice cannot be further reduced. The first slicer is Slicerl [11], and the second slicer is e-Knife, a new static slicer for Erlang implemented by us from scratch.

One important property of Slicerl and e-Knife is that the slices produced by both of them are complete. Hence, the output of phase 1 is always a complete slice, because the sequential composition of complete slicers produces a complete slice.

In our setting, the fixpoint of phase 1 was reached in only one iteration (the slice produced by e-Knife ($\text{Slice } 2$) could not be further reduced by Slicerl). The whole phase was fully automatic.

**Phase 2:** It is formed by two main modules: ORBS and test case generation and validation. The former is fully automatic, the latter can be also automatic depending on the selected test case generator.

Firstly, we implemented a variant of ORBS that iterated over the Erlang Dependence Graph (EDG) [10] of Slice $n$. The EDG is an adaptation of the System Dependence Graph (SDG) [6] for Erlang. Roughly, this variant iteratively removes from the EDG each single node together with its subtree. Each removal of subtrees produces a Slice Candidate. For each valid (i.e., compilable) slice candidate, test cases are generated to compare the behaviour of the original program and the candidate (the EDG without the removed subtree). If they show the same behaviour, then that subtree is removed. Otherwise, it is kept. The iterative process is incremental and continues until no more nodes can be removed.

This adaptation of ORBS to EDGs includes two design decisions that are worth to notice: (i) at each step, we try to remove the selected node and its subtree. (ii) It works top-down. This is more efficient because first it tries to remove entire functions, clauses, and data structures before trying with their components.

The second module used in this phase is in charge of the test case generation and validation. In particular, every valid slice candidate produced by ORBS is intensively tested by comparing its behaviour with the one of the original program. If they show the same behaviour, then the tentatively removed subtree is actually removed. Otherwise, it is kept.

Clearly, the quality of this phase depends on the quality of the test case generator used. In our particular implementation, we combine white-box testing (we use the Erlang’s concolic testing tool CutEr [4]) with black-box testing (we use a random test case generator).

3. EMPIRICAL EVALUATION

Table 1 summarizes the empirical evaluation of our particular implementation of the proposed methodology. Concretely, it compares the size of the successive refinements of all the slices, and the time needed by all the processes of both phases. Each line represents a different benchmark. We selected 20 benchmarks from public repositories. All of them are publicly available at:

http://www.dsic.upv.es/~jsilva/slicing/bench/for

For each benchmark, column Nodes represents its number of EDG nodes, which corresponds to the size of the programs/slices. In the case of the slices, we also include the percentage of nodes that remain in the slice with respect to the original program. Note that some of the benchmarks cannot be treated by Slicerl. Column Time shows the time expended in each phase measured in seconds (s). Finally, in phase 2, column iter/time uses the notation $X \times Y$, where $X$ is the number of different iterations performed by the algorithm (i.e., the number of configurations that were checked, where each configuration is the result of removing 1 node (and its subtree) from the EDG), and $Y$ is the total time used to check the $X$ configurations. Note that the value of $Y$ is significantly increased when phase 2 further reduces the slice. This happens because the testing phase, which is exhaustive and costly (e.g., it generates test cases to prove that the node cannot be removed), is only activated when a node can be removed from the slice without producing compilation errors.

4. CONCLUSIONS

This work presents a technique to produce super reduced slices. The technique includes the use of several tools, including program slicers, white box and black box test case generators, coverage tools, etc. that are combined in such a way that they increase their synergy and their performance. We have also implemented several tools including a new program slicer called e-Knife.

In the process of designing the new technique, we had to define new algorithms to further reduce the size of our slices. In particular, we have adapted the ORBS technique to Erlang, where we use the EDG instead of the PDG, and where we work with expressions instead of lines.

We have instantiated the proposed technique to Erlang. The empirical evaluation of the technique produced interesting results. In particular, we have shown that two Erlang slicers, Slicerl and e-Knife, are complementary and should be combined if the size of the slice is critical.

It is also interesting to remark that our technique is fully automatic, and thus, it can be used itself as a very precise
slicer, because it takes a program, and produces a SR-slice. In this respect, it is important to highlight that the slices produced after the first phase are complete, but the slices produced after the second phase are based on testing and, thus, completeness is not ensured for them. However, completeness is ensured for the set of test cases considered.
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<table>
<thead>
<tr>
<th>Original</th>
<th>Slicerl</th>
<th>Phase 1</th>
<th>e-knife</th>
<th>Phase 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Nodes</strong></td>
<td><strong>Time (s)</strong></td>
<td><strong>Nodes</strong></td>
<td><strong>Time (s)</strong></td>
<td><strong>Nodes</strong></td>
</tr>
<tr>
<td>B1</td>
<td>28</td>
<td>0.953</td>
<td>22 (78.97%)</td>
<td>2.121</td>
</tr>
<tr>
<td>B2</td>
<td>40</td>
<td>0.828</td>
<td>32 (80.00%)</td>
<td>2.154</td>
</tr>
<tr>
<td>B3</td>
<td>55</td>
<td>0.819</td>
<td>33 (92.26%)</td>
<td>2.125</td>
</tr>
<tr>
<td>B4</td>
<td>87</td>
<td>-</td>
<td>-</td>
<td>2.195</td>
</tr>
<tr>
<td>B9</td>
<td>54</td>
<td>0.991</td>
<td>51 (94.41%)</td>
<td>2.171</td>
</tr>
<tr>
<td>B7</td>
<td>133</td>
<td>1.02</td>
<td>65 (48.78%)</td>
<td>2.184</td>
</tr>
<tr>
<td>B7</td>
<td>135</td>
<td>1.011</td>
<td>47 (35.34%)</td>
<td>2.158</td>
</tr>
<tr>
<td>B8</td>
<td>128</td>
<td>0.869</td>
<td>95 (74.22%)</td>
<td>2.221</td>
</tr>
<tr>
<td>B9</td>
<td>128</td>
<td>0.877</td>
<td>91 (71.09%)</td>
<td>2.319</td>
</tr>
<tr>
<td>B10</td>
<td>80</td>
<td>0.948</td>
<td>75 (93.75%)</td>
<td>2.225</td>
</tr>
<tr>
<td>B11</td>
<td>59</td>
<td>0.812</td>
<td>57 (96.61%)</td>
<td>2.183</td>
</tr>
<tr>
<td>B12</td>
<td>225</td>
<td>-</td>
<td>-</td>
<td>2.394</td>
</tr>
<tr>
<td>B13</td>
<td>359</td>
<td>-</td>
<td>-</td>
<td>2.781</td>
</tr>
<tr>
<td>B14</td>
<td>454</td>
<td>-</td>
<td>-</td>
<td>2.52</td>
</tr>
<tr>
<td>B15</td>
<td>454</td>
<td>-</td>
<td>-</td>
<td>2.182</td>
</tr>
<tr>
<td>B16</td>
<td>66</td>
<td>0.935</td>
<td>46 (69.70%)</td>
<td>2.148</td>
</tr>
<tr>
<td>B17</td>
<td>209</td>
<td>0.933</td>
<td>75 (35.89%)</td>
<td>2.181</td>
</tr>
<tr>
<td>B18</td>
<td>209</td>
<td>0.96</td>
<td>84 (40.19%)</td>
<td>2.199</td>
</tr>
<tr>
<td>B19</td>
<td>253</td>
<td>0.948</td>
<td>117 (55.98%)</td>
<td>2.234</td>
</tr>
<tr>
<td>B20</td>
<td>820</td>
<td>-</td>
<td>-</td>
<td>3.214</td>
</tr>
</tbody>
</table>

Table 1: Empirical evaluation of the obtained slices