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Abstract. We construct numerical integrators for differential equations up to order 12 obtained by composition of basic integrators. The following cases are considered: (i) composition for a system separable in two solvable parts, (ii) composition using as basic methods a first-order integrator and its adjoint, (iii) composition using second-order symmetric methods, and (iv) composition using fourth-order symmetric methods. Each scheme is implemented with a processor or corrector to improve their efficiency, and this can be done virtually cost-free.
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1. Introduction. A widely used technique in the geometric integration of ordinary differential equations (ODEs) is to compose one or more low-order basic one-step methods (usually first or second order) with appropriately chosen weights to achieve a higher-order scheme. The resulting composition method then inherits the relevant geometric properties that the basic scheme shares with the exact solution (if these properties are preserved by composition). In close connection with composition is the splitting idea: if the differential equation can be split into two or more parts that are either solvable or simpler to integrate than the original system, it is also possible to build integrators by composition of the corresponding flows. These splitting methods are frequently used in celestial mechanics, quantum mechanics, molecular dynamics, and accelerator physics and, in general, for solving numerically Hamiltonian systems, as well as Poisson systems and reversible differential equations [8, 16, 21].

It has been widely recognized that the class of numerical integrators which preserve the geometric properties of the exact flow (the so-called geometric integrators) provide a better description of the system than standard methods, even with respect to the accumulation of numerical errors along the evolution, making them the best option for carrying out a long time integration. However, for short time integrations they are typically less efficient. For this reason it is important to build more efficient high-order geometric integrators which are also competitive in this setting.
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Given the ODE
\[
x' = f(x), \quad x_0 = x(0) \in \mathbb{R}^D,
\]
with \( f : \mathbb{R}^D \to \mathbb{R}^D \) and associated vector field (or Lie operator associated with \( f \))
\[
F = \sum_{i=1}^{D} f_i(x) \frac{\partial}{\partial x_i},
\]
a one-step numerical integrator for a time step \( h \), \( \psi_h : \mathbb{R}^D \to \mathbb{R}^D \), can be regarded as a smooth family of maps with parameter \( h \) such that \( \psi_0 \) is the identity map. The integrator \( \psi_h \) is said to be of order \( q \) if \( \psi_h = \varphi_h + O(h^{q+1}) \) as \( h \to 0 \), where \( \varphi_h \) is the \( h \)-flow of the ODE (1.1). In other words, an approximation to the exact solution \( x(h) \) is given by \( x_h = \psi_h(x_0) = \varphi_h(x_0) + O(h^{q+1}) \).

In this work we consider methods obtained by enhancing an integrator \( \psi_h \) with processing, i.e., algorithms of the form
\[
\hat{\psi}_h = \pi_h \circ \psi_h \circ \pi_h^{-1}.
\]
Here \( \psi_h \) is referred to as the kernel and the map \( \pi_h : \mathbb{R}^D \to \mathbb{R}^D \) as the postprocessor or corrector. The method \( \psi_h \) is of effective order \( q \) if a postprocessor \( \pi_h \) exists for which \( \hat{\psi}_h \) is of (conventional) order \( q \) [6]. Application of \( \hat{\psi}_h \) over \( n \) steps with constant step size \( h \) leads to
\[
\hat{\psi}_{nh} = \pi_h \circ \psi_{nh} \circ \pi_h^{-1}.
\]
The computation of the preprocessor \( \pi_h^{-1} \) has to be done only at the beginning of the integration; then the kernel \( \psi_h \) acts once per step, and finally \( \pi_h \) is evaluated when output is required.

The analysis of the order conditions of the method \( \hat{\psi}_h \) has shown that many of them can be satisfied by \( \pi_h \), so that \( \psi_h \) must fulfill a much reduced set of restrictions [1, 3, 7, 14]. This allows us to take kernels of effective order \( q \) involving far fewer function evaluations than a conventional integrator of order \( q \).

In the course of constructing composition methods of a given order, the processing technique also presents additional advantages. In general, it is necessary to solve numerically a system of nonlinear polynomial equations in the coefficients (the order conditions), whose number and complexity grow very rapidly with the order. Numerically finding every solution and eventually determining the optimal solution turns into a very complicated task for nonprocessed methods, even for relatively small orders. However, this problem simplifies for processed composition schemes because the analysis has to be carried out only for the kernel. Since the number of order conditions for the kernel is smaller, one can analyze in more detail the set of solutions, even for moderate orders, and eventually find very efficient methods [25, 3, 1, 15].

Once a kernel is chosen, it remains for us to build a postprocessor such that the whole method has the required order. We can also impose additional conditions to reduce the leading order error terms. Then the coefficients of the postprocessor \( \pi_h \) usually have to satisfy a large number of conditions. Many different solutions can be found, and since usually their different contributions affect only higher-order terms, we can choose one with moderately small coefficients (to avoid large higher-order error terms), which considerably simplifies the numerical search.
In any case, very often the postprocessors thus constructed are more expensive than the kernel $\psi_h$, so that the use of processed schemes in this form has to be confined to problems in which intermediate results are not frequently required; otherwise the overall efficiency of the methods is decreased. To overcome this difficulty, a technique is developed in [2] which allows us to obtain approximations to the postprocessor virtually cost-free and without loss of accuracy. The key point is to replace $\pi_h$ by a new integrator $\hat{\pi}_h \approx \pi_h$ obtained from the intermediate stages in the computation of $\psi_h$. It is recommended that one have a very accurate preprocessor $\pi^{-1}_h$ but, on the other hand, the postprocessor can safely be replaced by a cheap approximation satisfying only the order conditions.

In the analysis of composition methods it is useful to apply the notion of adjoint of a given integrator $\psi_h$ [21]. By definition, this is the method $\psi^*_h$ such that $\psi^*_h \circ \psi_h = \text{id}$. A method that is its own adjoint is called self-adjoint or (time-)symmetric. In this case, $\psi_{-h} \circ \psi_h = \text{id}$. The order of a symmetric method is necessarily even. In addition, only even powers of $h$ appear in the asymptotic expansion of the global error [21] so that the order equations are considerably simplified and its number is reduced. Time-symmetry is often a desirable property when one aims to discretize the differential equation in such a way that qualitative features of the system are preserved [8, 16]. In the context of processed methods, if the kernel $\psi_h$ is symmetric and the postprocessor $\pi_h$ is an even function of $h$ ($\pi_{-h} = \pi_h$), then the processed integrator $\psi_h$ has also the time-symmetry property.

In this paper we construct and analyze new high-order processed geometric integrators. We consider several families of kernels which are symmetric compositions of different basic methods of first, second, and fourth order and whose postprocessors can be implemented essentially at no additional computational cost. The procedure is largely based on the theoretical analysis of the processing technique done in [2], to which we will refer often in what follows.

2. Families of composition methods.

2.1. Classes of methods. Next we present the different classes of schemes analyzed, whose common feature is that they are defined as the composition of simpler maps.

1. Let us assume that the ODE (1.1) can be written as $x' = f_a(x) + f_b(x)$ and that the vector field $F$ is split accordingly as $F = F_a + F_b$. Suppose that the corresponding $h$-flows $\varphi^a_h$ and $\varphi^b_h$ can be computed exactly. Then one can form the following group $G_1$ of schemes:

$$G_1 = \left\{ \varphi^b_{\beta_2h} \circ \varphi^a_{\beta_{2s-1}h} \circ \cdots \circ \varphi^b_{\beta_2h} \circ \varphi^a_{\beta_1h} : s \geq 1, (\beta_1, \ldots, \beta_{2s}) \in \mathbb{R}^{2s} \right\}.$$  

2. Let $\chi_h : \mathbb{R}^D \rightarrow \mathbb{R}^D$ be any first-order integration scheme. An important class $G_2$ of integrators is obtained by considering compositions of $\chi_h$ and its adjoint $\chi^*_h$, namely,

$$G_2 = \left\{ \chi_{\alpha_{2s}h} \circ \chi^*_{\alpha_{2s-1}h} \circ \cdots \circ \chi_{\alpha_2h} \circ \chi^*_\alpha_{h} : s \geq 1, (\alpha_1, \ldots, \alpha_{2s}) \in \mathbb{R}^{2s} \right\}.$$  

This family $G_2$ of integrators clearly has (with the composition) a group structure. As shown in [13], if $\sum_{i=1}^s \beta_{2i-1} = \sum_{i=1}^s \beta_{2i}$, $G_2$ is closely related to $G_1$. 
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when \( \chi_h = \varphi_h^{[a]} \circ \varphi_h^{[b]} \), \( \beta_i = \alpha_i + \alpha_{i-1} \) \((i = 1, \ldots, 2s)\), and \( \alpha_0 = \alpha_{2s} = 0 \). Consistency of the schemes requires that \( \sum_{i=1}^{s} \beta_{2i-1} = \sum_{i=1}^{s} \beta_{2i} = \sum_{i=1}^{2s} \alpha_i = 1 \), and the order conditions at higher orders are equivalent in both cases [13]. Methods in \( \mathcal{G}_2 \) are more general and can also be used if the system is split into more than two parts, i.e., \( x' = f_a + f_b + f_c + \cdots \), just taking \( \chi_h = \varphi_h^{[a]} \circ \varphi_h^{[b]} \circ \varphi_h^{[c]} \circ \cdots \), \( \varphi_h^{[a]} \circ \varphi_h^{[b]} \circ \varphi_h^{[c]} \circ \cdots \).

3. Another well-known class \( \mathcal{G}_3 \) of integrators [13] is introduced as follows. If \( S_h^{[2]} : \mathbb{R}^D \rightarrow \mathbb{R}^D \) is any second-order self-adjoint integrator, then

\[
\mathcal{G}_3 = \left\{ S_h^{[2]} \circ \cdots \circ S_h^{[2]} : s \geq 1, (\alpha_1, \ldots, \alpha_s) \in \mathbb{R}^s \right\}.
\]

This family of integrators also has group structure. In fact, if \( S_h^{[2]} = \chi_{h/2} \circ \chi_{h/2} \), then \( \mathcal{G}_3 \) is a subgroup of \( \mathcal{G}_2 \) [18]. It is shown that any self-adjoint integrator can be written in this form; the choice of \( \chi_h \) is not unique, however.

4. Finally, if \( S_h^{[4]} : \mathbb{R}^D \rightarrow \mathbb{R}^D \) is any fourth-order self-adjoint integrator, then another class \( \mathcal{G}_4 \) of integrators is

\[
\mathcal{G}_4 = \left\{ S_h^{[4]} \circ \cdots \circ S_h^{[4]} : s \geq 1, (\alpha_1, \ldots, \alpha_s) \in \mathbb{R}^s \right\}.
\]

Methods in \( \mathcal{G}_4 \) could be compositions of schemes in \( \mathcal{G}_l \), \( l = 1, 2, 3 \). They can be useful in some problems where, due to their particular structure, it is possible to build a very efficient integrator \( S_h^{[4]} \), as is the case for the second-order differential equation \( x'' = g(x) \) [11].

Composition integrators \( \psi_h \in \mathcal{G}_l \) \((l = 1, 2, 3, 4)\) are time-symmetric whenever they have left-right palindromic sequences of coefficients \( \alpha_i \)—more specifically, if the following apply:

1. In \( \mathcal{G}_1 \), either \( \beta_2 = 0 \), \( \beta_{2s-i} = \beta_i \) or \( \beta_2 = 0 \), \( \beta_{2s+1-i} = \beta_{i+1} \). Then one of the maps \( \varphi_h^{[a]} \circ \varphi_h^{[b]} \) is computed \( s \) times and the other \( s-1 \) times. Now the computations done for the last map can be reused for the first map in the following step. (This feature is known as the FSAL (first same as last) property.) Then both maps \( \varphi_h^{[a]} \) and \( \varphi_h^{[b]} \) are computed \( s-1 \) times.

2. In \( \mathcal{G}_l \), \( l = 2, 3, 4 \), if \( \alpha_{s+1-i} = \alpha_i \) with \( i \) is computed \( s \) times.

2.2. Associated graded Lie algebra. It is well known that for each infinitely differentiable map \( g : \mathbb{R}^D \rightarrow \mathbb{R} \), \( g(\varphi_h(x)) \) admits an expansion of the form [19]

\[
g(\varphi_h(x)) = e^{hF} g(x) = g(x) + \sum_{k \geq 1} \frac{h^k}{k!} F^k [g](x), \quad x \in \mathbb{R}^D,
\]

where \( F \) is the vector field (1.2). Similarly, for the maps \( \hat{\psi}_h \), \( \psi_h \), and \( \pi_h \) one has

\[
g(\hat{\psi}_h(x)) = e^{\hat{F}_h} g(x), \quad g(\psi_h(x)) = e^{F_h} g(x), \quad g(\pi_h(x)) = e^{P_h} g(x),
\]

with

\[
\hat{F}_h = \sum_{k \geq 1} h^k \hat{F}_k, \quad F_h = \sum_{k \geq 1} h^k F_k, \quad P_h = \sum_{k \geq 1} h^k P_k;
\]
i.e., $\hat{\psi}_h$, $\psi_h$, and $\pi_h$ are formally the exact 1-flows of the vector fields $\hat{F}_h$, $F_h$, and $P_h$, respectively.

If the kernel $\psi_h$ belongs to $G_l$ ($l = 1, 2, 3, 4$), then the corresponding ($h$-dependent) vector fields $h^k F_k$ belong to a certain graded Lie algebra $L = \bigoplus_{k \geq 1} L_k$ such that $h^k F_k \in L_k$ for each $k \geq 1$ and $[L_k, L_m] \subset L_{k+m}$. Each $L_k$ ($k \geq 1$) is the subspace of vector fields affected by a $k$th power of $h$, and we denote $n_k = \dim L_k$. We give $L$ explicitly in each case.

1. If $\psi_h \in G_1$, then $L = \bigoplus_{k \geq 1} L_k$ is the graded Lie algebra generated by the vector fields $\{h F_k, h^2 F_k\}$. Here, $h F_1 + h^2 F_2 + \cdots$ can be obtained, for instance, by repeated application of the Baker–Campbell–Hausdorff (BCH) formula [24] to the expression

$$\psi_h = \exp(h \beta_1 F_1) \exp(h \beta_2 F_2) \cdots \exp(h \beta_{2s-1} F_{2s-1}) \exp(h \beta_{2s} F_{2s})$$

since, formally, $g \circ \psi_h = \Psi_h[g]$ and $F_h = \log(\psi_h)$ [2, 8].

2. For $G_2$, we have for the basic method $g(\chi_h(x)) = e^{V_h}[g](x)$ with $Y_h = \sum_{k \geq 1} h^k Y_k$ and for its adjoint $g(\chi_h(x)) = e^{-V_h}[g](x)$. Then

$$\psi_h = \exp(-Y_{h\alpha_1}) \exp(Y_{h\alpha_2}) \cdots \exp(-Y_{h\alpha_{2s-1}}) \exp(Y_{h\alpha_{2s}}),$$

and $F_h$ can be obtained by repeated application of the BCH formula, which shows that $h^k F_k \in L_k$ for each $k \geq 1$ and $L = \bigoplus_{k \geq 1} L_k$ is the graded Lie algebra generated by the vector fields $\{h Y_1, h^2 Y_2, h^3 Y_3, \ldots\}$ where, by consistency, $Y_1 = F$.

3. For $G_3$, the series of differential operators $S_h$ associated with the integrator $S_h^{[2]}$, i.e., such that $g \circ S_h^{[2]} = \Psi_h[g]$, can be written as $S_h = \exp(Y_h)$, where $Y_h = h Y_1 + h^3 Y_3 + h^4 Y_5 + \cdots$, $Y_1 = F$, and

$$\psi_h = \exp(Y_{h\alpha_1}) \cdots \exp(Y_{h\alpha_{2s}}).$$

One similarly [13] arrives at an expansion $h F_1 + h^3 F_3 + h^4 F_4 + \cdots$, where $h^k F_k \in L_k$ for the graded Lie algebra $L = \bigoplus_{k \geq 1} L_k$ generated by the vector fields $\{h Y_1, h^3 Y_3, h^4 Y_5, \ldots\}$.

4. The case of $G_4$ can be considered as a particular case of $G_3$ with $Y_3 = 0$.

### 2.3. Effective order conditions.

According to the theory developed in [2] the following theorem applies to the processed methods considered here.

**Theorem 1** (see [2]). An integrator $\psi_h$ has effective order $p \geq q$ if and only if there exist vector fields $P_1, \ldots, P_{q-1}$ such that

$$(2.5) \quad F_1 = F, \quad [P_{n-1}, F] = F_n + R_n(P_1, \ldots, P_{n-2}, F_1, \ldots, F_{n-1}), \quad 1 < n \leq q,$$

hold, where

$$R_n = -\sum_{j=1}^{n-2} [P_j, F_{n-j}] + \sum_{k \geq 2} \frac{(-1)^k}{k!} \sum_{j_1 + \cdots + j_k + 1 = n} [P_{j_1}, [P_{j_2}, \ldots, [P_{j_k}, F_{j_{k+1}}] \ldots]].$$

Under the premises of Theorem 1, $[P_k, F] \in L_{k+1}$. As shown in [2], if such vector fields $P_k$ ($1 \leq k \leq q - 1$) exist, then they are not unique. We will hereafter consider vector fields $P_k$ belonging to $L_k$. Uniqueness is then achieved by requiring that $P_k \in L^*_k$, where $L^*_k$ is a subspace of $L_k$ of minimal dimension, $n^*_k$, among all
subspaces \( V_k \) of \( L_k \) such that \([F,V_k] = [F,L_k]\). It must be stressed that such a requirement does not restrict the choice of the processed integrator [2]. Since the graded Lie algebras associated with \( G_l \) \((l = 1,2,3,4)\) are free, then \( L_1 = L^*_1 \oplus F\), \( L^*_k = L_k \) for \( k > 1\), and \( P_l \in L^*_l\). Therefore, \( n_1^* = n_1 - 1\) and \( n_k^* = n_k \) for \( k > 1\).

Let us denote by \( \{E_{k,i}\}_{i=1}^{n_k} \) a basis of \( L_k \) with \( E_{1,1} = F \). Then one can write

\[
\begin{align*}
F_k &= \sum_{i=1}^{n_k} f_{k,i} E_{k,i}, \\
R_k &= \sum_{i=1}^{n_k} r_{k,i} E_{k,i}, \\
P_{k-1} &= \sum_{i=1}^{n_k} p_{k-1,i} E_{k-1,i},
\end{align*}
\]

where \( P_0 = 0 \), \( P_1 = \sum_{i=1}^{n_k} p_{1,i} E_{1,i} \) with \( p_{1,1} = 0 \), and the coefficients \( r_{k,i} \) can be written as polynomials in the indeterminates \( f_{k,j}, p_{l,j}, l < k \).

The order conditions (2.5) can be expressed as a system of (polynomial) equations in \( f_{k,i}, p_{k-1,i} \). Such equations have a particularly simple form if the basis of each \( L_{k+1} \) is constructed (from a given basis of \( L_k \)) in such a way that

\[
E_{k+1,i} = [F,E_{k,i}], \quad 1 \leq i \leq n_k^*, \quad k \geq 1.
\]

**Theorem 2** (see [2]). Assume that the chosen basis of each \( L_k \) is such that (2.7) holds. The kernel \( \psi_h \) has effective order \( p \geq q \) if and only if it is consistent \((F_1 = F)\) and the vector fields (2.6) in Theorem 1 satisfy the equations

\[
\begin{align*}
f_{k,i} &= -r_{k,i}, & 1 \leq i \leq l_k := n_k - n_k^* - 1, \quad 2 \leq k \leq q, \\
p_{k-1,i} &= -f_{k,l_k+i} - r_{k,i} \alpha, & 1 \leq i \leq n_k^* - 1, \quad 2 \leq k \leq q.
\end{align*}
\]

If \( \psi_h \) is self-adjoint, then for even values of \( k \), conditions (2.8) are automatically satisfied and equations (2.9) reduce to \( p_{k-1,i} = 0 \).

When the coefficients \( f_{k,i} \) are written in terms of the parameters \( \alpha \equiv (\alpha_1, \ldots, \alpha_s) \) \((s = 2n \text{ or } s = s)\) of the kernel \( \psi_h \), repeated substitution of (2.9) into the recursive expressions (2.8)–(2.9) leads to an equivalent system of equations where (2.8) is replaced by a polynomial equation in the parameters \( \alpha_j \), \( N_{k,j}(\alpha) = 0 \), and (2.9) is transformed into an expression of the form \( p_{k-1,i} = Q_{k,i}(\alpha) \), with \( Q_{k,i} \) a polynomial in \( \alpha \).

The total number of equations \( N_{k,i}(\alpha) = 0 \) required to achieve effective order \( q \) depends on the dimensions \( n_k \) in the following way.

**Corollary 2.1.** There exists a system of \( s(q) = n_q + 1 \) polynomial equations on the parameters \( \alpha \) that guarantees that the corresponding kernel \( \psi_h \in G_l \) (resp., \( \psi_h \in G_l \), \( l = 2,3,4 \)) has effective order \( q > 1 \) for arbitrary basic vector fields \( \{F_a,F_b\} \) (resp., \( \{Y_a,Y_b\} \)). If \( \psi_h \) is self-adjoint, this number reduces to \( \breve{s}(2) = n_1 \), \( \breve{s}(2n) = n_1 + \sum_{k=1}^{n_1} (2n_k - n_k^* - 2k - 2), n > 1 \).

The numbers of effective order conditions given by Corollary 2.1 for each class of integrators are displayed in Table 1 for nonsymmetric, \( s(q) \), and symmetric, \( \breve{s}(q) \), kernels.

For a kernel of effective order \( q \) (i.e., satisfying (2.8) for \( k \leq q \) but not for \( k = q+1 \)) one can in principle determine a postprocessor such that equations (2.9) hold also for all \( k > q \). We refer to that postprocessor as optimal, as it causes many terms of each \( F_k = \sum_{i=1}^{n_k^*} f_{k,i} E_{k,i} \) to cancel \((f_{k,n_k^*-1+i} = 0, \ i = 1, \ldots, n_k^* - 1)\), and denote by \( P_k \) the set of maps \( \pi_k : \mathbb{R}^D \rightarrow \mathbb{R}^D \) whose Taylor expansion coincides with the optimal postprocessor up to order \( k \) (i.e., their difference is \( O(k^{q+1}) \)). With this notation, the processed integrator \( \hat{\psi}_h \) in (1.3) is of order \( q \) if the kernel \( \psi_h \) is of effective order \( q \) and the postprocessor \( \pi_h \in P_{q-1} \). Note that optimality of a postprocessor depends on the chosen basis in each \( L_k \) (see [2] for more details).
Table 1
Total number of effective order conditions for nonsymmetric ($q$) and symmetric ($\hat{q}$) kernels of effective order $q$.

<table>
<thead>
<tr>
<th>Effective order $q$</th>
<th>$\theta_1$ ($s$)</th>
<th>$\theta_2$</th>
<th>$\hat{\theta}_1$ ($\hat{s}$)</th>
<th>$\hat{\theta}_2$</th>
<th>$\hat{\theta}_4$ ($\hat{\hat{s}}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>10</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>19</td>
<td>19</td>
<td>5</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>31</td>
<td>31</td>
<td>6</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>57</td>
<td>57</td>
<td>9</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>100</td>
<td>12</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>187</td>
<td>187</td>
<td>19</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td>12</td>
<td>335</td>
<td>127</td>
<td>26</td>
<td>15</td>
<td>7</td>
</tr>
</tbody>
</table>

Remark. For schemes in $\mathcal{G}_1$ it is clear that $\mathcal{L}_1 = \text{span}(E_{1,1} = F = F_a + F_b, E_{1,2} = F_a - F_b)$, $\mathcal{L}_2 = \text{span}(E_{1,1} = E_{1,2})$, and thus $n_1 = 2$, $n_1^* = 1$, whereas in $\mathcal{G}_2$ one has $\mathcal{L}_1 = \text{span}(E_{1,1} = F = Y_1)$, $\mathcal{L}_2^* = \emptyset$, so that $n_1 = 1$, $n_1^* = 0$. Moreover, $n_q$ for $k \geq 2$ and $s(k)$ for $k \geq 3$ are identical in $\mathcal{G}_1$ and $\mathcal{G}_2$, but $s(1) = s(2) = 2$ in $\mathcal{G}_1$ and $s(1) = 1$, $s(2) = 2$ in $\mathcal{G}_2$. In consequence, any first-order method in $\mathcal{G}_1$ has always effective order 2, but this is not the case in $\mathcal{G}_2$.

For example, let us consider the first-order scheme $\chi_h = \varphi_h^{[b]} \circ \varphi_h^{[b]}$ belonging to $\mathcal{G}_1$ and $\mathcal{G}_2$. If we take $\pi_h = \varphi_h^{[b]}$, then the processed method $\pi_h \circ \chi_h \circ \pi_h^{-1}$ is the well-known second-order leapfrog scheme. On the other hand, because a general postprocessor in $\mathcal{G}_1$, $\exp(F_p) = \exp (h(p_{1,1}F_a + p_{1,2}F_b) + O(h^2))$, cannot be written as a composition in $\mathcal{G}_2$ unless $p_{1,1} = p_{1,2}$, the effective order of $\chi_h$ in $\mathcal{G}_2$ is only one. However, if the kernel is a second-order method (as is the case of symmetric kernels), then $p_{1,1} = p_{1,2} = 0$ and any composition postprocessor in $\mathcal{G}_1$ can be expressed as a composition in $\mathcal{G}_2$; the effective order conditions are equivalent in both cases. \hfill \Box

2.4. Cost saving using the processing technique. For the families of composition methods considered in this work, the number of stages is frequently used as a measure of the computational cost. Here and in the following, the number of basic maps involved in a composition method or kernel will be referred to as the number of stages (i.e., $2s$ in (2.1) and (2.2) and $s$ in (2.3) and (2.4)). In general, the minimum number of stages to obtain a method of order, or effective order, $q$ is given by the total number of order conditions, $N_q = \sum_{k=1}^{q} n_k$, or effective order conditions, $s(q) = n_q + 1$. Then, the use of processed schemes is more advantageous as the value of

$$r_q = \frac{N_q}{s(q)} = \frac{\sum_{k=1}^{q} n_k}{n_q + 1}$$

increases. Observe that $r_q$ depends on how fast $n_k = \text{dim } \mathcal{L}_k$ grows, and thus it is important to analyze its asymptotic behavior.

Let us suppose that \{ $X_1, X_2, \ldots$ \} are a countable set of generators of a graded free Lie algebra with grades $w_i = w(X_i)$ and suppose that the formal sum $1 - \sum_{i=1}^{\infty} T^{w_i}$ converges to a rational function $P(T) = q(T)/r(T)$, as is the case for the Lie algebras previously considered. If the roots of $q(T)$ and $r(T)$ are denoted by $\lambda_1, \ldots, \lambda_m$ and
\[ n_k = \frac{1}{k} \sum_{d|k} \mu(d) \left( \sum_{j=1}^{\gamma_0} \lambda_j^{-k/d} - \sum_{i=1}^{m} \gamma_i^{-k/d} \right), \]

where the first sum ranges over all integers which divide \( k \), and \( \mu(d) \) is the Möbius function: \( \mu(1) = 1, \mu(d) = (-1)^s \) if \( d \) is the product of \( q \) distinct prime factors, and \( \mu(d) = 0 \) otherwise. Let \( \rho = 1/\min\{\lambda_1, \ldots, \lambda_m\} > 1 \) denote the entropy of the system, so that \( n_k \sim \rho^k/k \) [16]. By instead assuming \( n_k \sim \rho^k \), a rough estimation of the value of \( r_q \) is obtained as

\[ N_q = \sum_{k=\gamma_0}^{q} n_k \sim \sum_{k=1}^{q} \rho^k \sim \frac{\rho^{q+1}}{\rho - 1} \quad \Rightarrow \quad r_q \sim \frac{\rho}{\rho - 1}, \]

and thus the cost saving of the processing technique increases when \( \rho \) decreases.

For \( G_1 \) and \( G_2 \) one has \( P(T) = 1 - 2T \) and \( P(T) = (1 - 2T)/(1 - T) \), respectively, and \( \rho = 2 \). In \( G_3 \), \( P(T) = (1 - T - T^2)/(1 - T^2) \), so \( \rho = 1.618 \), and in \( G_4 \), \( P(T) = (1 - T - 2T^2 + T^3 - T^4)/(1 - T^2) \), so \( \rho = 1.443 \). It is worth noticing that the values of \( n_k \) (and thus the number of order conditions) collected in Table 1 can be obtained through the respective functions \( P(T) \) and (2.10).

### 2.5. Order conditions for methods in \( G_3 \).

For the sake of illustration we next consider kernels \( \psi_h \in G_3 \). Recall that in that case \( L = \bigoplus_{k \geq 1} L_k \) is the graded free Lie algebra generated by the symbols \( \{Y_1, Y_3, Y_5, \ldots\} \) \( (Y_1 = F) \). Now \( L^*_1 = \emptyset, L_2 = \emptyset \), so that \( n_k \equiv n_k \) for all \( k \). We derive the effective order conditions up to order 11 and the corresponding postprocessor coefficients when the basis of \( L_k, k \leq 11 \), is chosen according to (2.7) (see Table 2 for the particular basis taken).

**Table 2**

**Basis of \( L_k \ (k \leq 11) \) chosen for kernels in \( G_3 \).**

<table>
<thead>
<tr>
<th>( L_k )</th>
<th>Basis of ( L_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L_1 )</td>
<td>( E_{1,1} = Y_1 = F )</td>
</tr>
<tr>
<td>( L_2 )</td>
<td>( E_{1,1} = Y_3 )</td>
</tr>
<tr>
<td>( L_4 )</td>
<td>( E_{4,1} = [F, E_{3,1}] )</td>
</tr>
<tr>
<td>( L_5 )</td>
<td>( E_{5,1} = Y_5 ) ( E_{5,2} = [F, E_{4,1}] )</td>
</tr>
<tr>
<td>( L_6 )</td>
<td>( E_{6,1} = [F, E_{5,1}] ) ( i = 1, 2 )</td>
</tr>
<tr>
<td>( L_7 )</td>
<td>( E_{7,1} = Y_7 ) ( E_{7,2} = [E_{5,1}, E_{4,1}] ) ( E_{7,2+i} = [F, E_{6,1}] ) ( i = 1, 2 )</td>
</tr>
<tr>
<td>( L_8 )</td>
<td>( E_{8,1} = [E_{5,1}, E_{6,1}] ) ( E_{8,i+1} = [F, E_{7,1}] ) ( i = 1, \ldots, 4 )</td>
</tr>
<tr>
<td>( L_9 )</td>
<td>( E_{9,1} = Y_9 ) ( E_{9,i+1} = [E_{5,1}, E_{6,1}] ) ( i = 1, 2 ) ( E_{9,3+i} = [F, E_{8,1}] ) ( j = 1, \ldots, 5 )</td>
</tr>
<tr>
<td>( L_{10} )</td>
<td>( E_{10,1} = [E_{5,1}, E_{7,1}] ) ( i = 1, \ldots, 3 ) ( E_{10,i+1} = [F, E_{9,1}] ) ( j = 1, \ldots, 8 )</td>
</tr>
<tr>
<td>( L_{11} )</td>
<td>( E_{11,1} = Y_{11} ) ( E_{11,i+1} = [E_{5,1}, E_{6,1}] ) ( E_{11,i+j+1} = [F, E_{10,1}] ) ( i = 1, \ldots, 5 ) ( j = 1, \ldots, 11 )</td>
</tr>
</tbody>
</table>

As previously stated, if \( \psi_h \in G_3 \) the corresponding series of differential operators can be written as \( \Psi_h = \exp(Y_{h,n_1}) \cdots \exp(Y_{h,n_s}) \equiv \exp(F_h) \), with \( F_h = hF_1 + h^3F_3 + h^4F_4 + \cdots \) and each \( f_{k,j} \) in (2.6) is a polynomial in the coefficients \( \alpha_1, \ldots, \alpha_s \). Consistency \( (F_1 = F) \) is achieved by requiring that \( \sum \alpha_i = 1 \). Since \( n_1 = 1, n_1^* = n_2 = 0 \), then \( F_2 = 0, P_1 = P_2 = 0 \) [2]. If we consider a self-adjoint
kernel, a straightforward computation shows that

\[
\begin{align*}
R_2 & = R_3 = R_4 = R_5 = R_6 = 0, \\
R_7 & = f_{3,1} p_{4,1} E_{7,2}, \\
R_8 & = 0, \\
R_9 & = f_{5,1} p_{4,1} (E_{9,2} - E_{9,4}) \\
& \quad + \left(f_{3,2} p_{4,1} + \frac{1}{2} f_{3,4} + f_{3,1} p_{6,2}\right) E_{9,3} - p_{4,1} \left(f_{5,2} + \frac{1}{2} p_{4,1}\right) E_{9,6},
\end{align*}
\]

with similar (but larger) expressions for \(R_{10}, R_{11}\). Equations (2.8) and (2.9) finally lead, after rearranging and simplifying terms, to the order conditions collected in Table 3.

3. Construction of the processor. Once a kernel satisfying the effective order

\[
\text{conditions is proposed, there is still much freedom in the choice of the preprocessor}
\]

and the composition requires typically at least as many basic integrators as the kernel. Finding real solutions for the resulting system of polynomial equations can be difficult, but this equality cannot be satisfied by \(\pi_h\). Instead we impose that \(\pi_{h}^{(c)} - \pi_h^{(c)} = O(h^l), l \geq q, \) for a postprocessor \(\pi_h^{(c)} \in \mathbb{P}_{q-1}\). In this sense, it is sometimes helpful to construct \(\pi_h^{(c)}\) as a composition of the form \(\pi_h^{(c)} = \omega_h \circ \omega_{-h}\), or even of the form \(\pi_h^{(c)} = \omega_{-h} \circ \omega_h\). With these special structures many order conditions of the form \(p_{2l-1,j} = 0\) in Theorem 2 are automatically satisfied, but the order conditions (2.9) of even \(k\) must still be enforced, which still account for more equations than the kernel itself. Since the preprocessor
is computed only once, it makes sense to use $(\pi_h^{(c)})^{-1}$ as an accurate approximation to $\pi_h^{-1}$, whereas $\pi_h^{(c)}$ should be used if intermediate output is not frequently required.

3.2. Cheap postprocessors, $\hat{\pi}_h$. For a number of problems, the output has to be computed for most steps. It is therefore reasonable to look for an approximation $\hat{\pi}_h$ to the optimal postprocessor as cheap to compute as possible. Usually $\hat{\pi}_h$ will be a less accurate approximation to $\pi_h$ than the composition $\pi_h^{(c)}$, but the error $\hat{\pi}_h(z_n) - \pi_h^{(c)}(z_n)$ is of local character and will eventually be overtaken by the global error of the underlying optimally processed integrator (if the global error grows at least linearly in time) [2].

Here we approximate $\pi_h$ by reusing intermediate calculations obtained when evaluating the kernel $\psi_h$ [2], so that the procedure can be considered virtually cost-free. More specifically, if $z_n \equiv \psi_h^{[2]}(\pi_h^{(c)}(x_0))$, then the numerical solution $x_n = \pi_h(z_n)$ is approximated by the linear combination

$$\tag{3.1} x_n \approx \sum_{i=-\tilde{s}}^{\tilde{s}} w_i Z_i$$

of intermediate values $Z_i$ computed when evaluating $z_n = \psi_h(z_{n-1})$ and $z_{n+1} = \psi_h(z_n)$. In particular, we always take $Z_{-\tilde{s}} = z_{n-1}$, $Z_{0} = z_{n}$, and $Z_{\tilde{s}} = z_{n+1}$. For the set $G_l$ ($l = 1, 2, 3, 4$), the intermediate values $Z_i$ that we propose for approximating $x_n$ are the following.

1. In the case of $G_1$, we have $\tilde{s} = 2s$, and

$$\tag{3.2} Z_{-2s} = z_{n-1}, \quad Z_{2s-1} = \varphi_{[2]}^{[n]} (Z_{2(s-2)}) \quad Z_{2s} = \varphi_{[2]}^{[n]} (Z_{2(s-1)}),$$

where $-(s-1) \leq i \leq s$ and $\beta_{j-2s} = \beta_j$ for each $j$.

2. For $G_2$,

$$\tag{3.3} Z_{-2s} = z_{n-1}, \quad Z_{2s-1} = \chi_{\alpha_{2s-1}}^{[s]}(Z_{2(s-2)}) \quad Z_{2s} = \chi_{\alpha_{2s}}^{[s]}(Z_{2(s-1)}),$$

with $-(s-1) \leq i \leq s$ and $\alpha_{j-2s} = \alpha_j$ for each $j$.

3. For $G_3$ and $G_4$, we take $\tilde{s} = s$, and

$$\tag{3.4} Z_{-s} = z_{n-1}, \quad Z_{s} = S_{[2]}^{[2]}(Z_{s-1}) \quad \text{(resp.,} \quad Z_{s} = S_{[2]}^{[4]}(Z_{s-1})),$$

with $-(s-1) \leq i \leq s$ and $\alpha_{j-s} = \alpha_j$ for each $j$.

Remark. As we will see, the number of conditions to be imposed on the coefficients $w_i$ so that the cheap postprocessor (3.1) achieves a given accuracy is smaller in $G_2$ than in $G_1$. Nevertheless, implementing $\psi_h \in G_1$ as an integrator in $G_2$ considering the relation between (2.1) and (2.2) is in general more costly because explicitly obtaining the intermediate values $Z_i$ in (3.3) requires the computation of additional basic flows, which does not in general pay off for the extra accuracy of the postprocessor. An important exception is the case in which $f_s$ and $f_h$ come from a partitioned ODE of the form $q' = f_1(p)$, $p' = f_2(q)$. Then an integrator in $G_1$ can be seen as an explicit partitioned Runge–Kutta method. In that case, there is no practical overhead in implementing the kernel $\psi_h \in G_1$ as an integrator in $G_2$ because it does not require additional evaluations of $f_1(p)$ and $f_2(q)$, and then it is recommended to do it that way. □

Each $Z_i$ can be written as $Z_i = \phi_{h}^{(i)}(z_n)$, where $\phi_{h}^{(i)} \in G_l$ ($l = 1, 2, 3, 4, -\tilde{s} \leq i \leq \tilde{s}$) implies that there exists a series $F^{(i)}_h = \sum_{k \geq 1} h^k F^{(i)}_k \in \mathcal{L}$ such that formally
g \circ \phi_h^{(i)} = \exp(F_h^{(i)})[g] \text{ for each infinitely differentiable map } g : \mathbb{R}^D \rightarrow \mathbb{R} \text{ (see [2] for more details). Clearly, (3.1) can be expressed as}

\begin{equation}
(3.5) \quad x_n \approx \hat{\pi}_h(z_n), \text{ where } \hat{\pi}_h(z) = \sum_{i=-\bar{s}}^{\bar{s}} w_i \phi_h^{(i)}(z).
\end{equation}

Notice that, in general, \( \hat{\pi}_h \notin \mathcal{G}_l \). Our goal is to find coefficients \( w_i \) in such a way that \( \hat{\pi}_h \in \mathbb{P}_l \) with \( l \) as large as possible. This is guaranteed for a given \( l \geq 1 \) if

\begin{equation}
\sum_{i=-\bar{s}}^{\bar{s}} w_i \exp(F_h^{(i)}) = \exp(P_h) + \mathcal{O}(h^{l+1}),
\end{equation}

where \( P_h = \sum_{k \geq 1} h^k P_k \in \mathcal{L} \) is the vector field corresponding to the optimal postprocessor.

The exponential of a formal series in the graded Lie algebra \( \mathcal{L} \) can be represented as an element of the universal enveloping algebra \( \mathcal{A} \) of \( \mathcal{L} \). The algebra \( \mathcal{A} \) is also graded, with \( \mathcal{A} = \bigoplus_{k \geq 0} \mathcal{A}_k \) and \( \mathcal{A}_0 = \text{span}(I) \). Let us now consider a fixed basis \( \{D_{k,j}\}_{k,j=1}^{m_k} \) of the homogeneous subspace \( \mathcal{A}_k \) for each \( k \geq 1 \), with \( m_k = \dim \mathcal{A}_k \).

The values of \( m_k \) for \( \mathcal{G}_l \) \( (l = 1, 2, 3, 4) \) are displayed in Table 4 [2]. Then \( \exp(P_h) \) and \( \exp(F_h^{(i)}) \) can be expressed as

\[ \exp(P_h) = I + \sum_{k \geq 1} h^k \sum_{j=1}^{m_k} \pi_{k,j} D_{k,j}, \quad \exp(F_h^{(i)}) = I + \sum_{k \geq 1} h^k \sum_{j=1}^{m_k} \phi_h^{(i)}(j) D_{k,j} \]

for \(-\bar{s} \leq i \leq \bar{s}\), where \( \pi_{k,j} \) and \( \phi_h^{(i)}(j) \) are polynomials in the coefficients \( \alpha_j \), \( 1 \leq j \leq \bar{s} \).

Hence, (3.6) is equivalent to a system of linear equations on the unknowns \( w_i \), i.e.,

\begin{equation}
(3.7) \quad \sum_{i=-\bar{s}}^{\bar{s}} w_i \phi_h^{(i)}(j) = \pi_{k,j}, \quad 1 \leq j \leq m_k, \quad 0 \leq k \leq l.
\end{equation}

In particular, \( \hat{\pi}_h \in \mathbb{P}_0 \) requires that \( \sum_{i=-\bar{s}}^{\bar{s}} w_i = 1 \). The total number of equations (3.7) required for \( \hat{\pi}_h \in \mathbb{P}_l \) is \( 1 + m_1 + \cdots + m_l \) \((m_0 = 1)\).

**Table 4**

**Dimensions** \( m_k \) **of** \( \mathcal{A}_k \) **for each class of integrators.** If the kernel is self-adjoint, only the dimensions \( m_{2j} \) are relevant (bold numbers).

<table>
<thead>
<tr>
<th>( m_1 )</th>
<th>( m_2 )</th>
<th>( m_3 )</th>
<th>( m_4 )</th>
<th>( m_5 )</th>
<th>( m_6 )</th>
<th>( m_7 )</th>
<th>( m_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_1 )</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>16</td>
<td>32</td>
<td>64</td>
<td>128</td>
</tr>
<tr>
<td>( G_2 )</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>16</td>
<td>32</td>
<td>64</td>
</tr>
<tr>
<td>( G_3 )</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>8</td>
<td>13</td>
</tr>
<tr>
<td>( G_4 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>5</td>
</tr>
</tbody>
</table>

For self-adjoint composition kernels, \( P_{-h} = P_h \) and \( F_h^{(-i)} = F_{-h}^{(i)} \), which implies that \( \phi_h^{(-i)}(j) = (-1)^{k} \phi_h^{(i)}(j) \). The choice \( w_{-i} = w_i \) for all \( i \) in (3.1) then makes sense, as this guarantees that (3.7) is automatically satisfied for odd values of \( k \). If in addition \( w_0 = 1 - 2 \sum_{i=1}^{\bar{s}} w_i \) (so that \( \hat{\pi}_h \in \mathbb{P}_l \) at least with \( l = 0) \), (3.7) holds if

\begin{equation}
(3.8) \quad \sum_{i=1}^{\bar{s}} w_i \phi_h^{(i)}(j) = \pi_{2k,j}, \quad 1 \leq j \leq m_{2k}, \quad 1 \leq k \leq \frac{l}{2}.
\end{equation}
Hence, the number of equations that remain to be satisfied by the unknowns \(w_1, \ldots, w_s\) in order that \(\tilde{\pi}_h \in \mathbb{P}_{2r+1}\) is \(m_2 + \cdots + m_{2r}\).

When the number of unknowns \(w_i\) is larger than the number of equations (3.7) required so that \(\tilde{\pi}_h \in \mathbb{P}_l\) for a given \(l\), then one can use this freedom to minimize the difference with the optimal postprocessor at higher orders.

4. New processed methods. In this section we construct self-adjoint composition kernels in \(G_l\) satisfying certain optimization criteria and a simplifying choice of the coefficients. For the kernels collected here we also provide in Appendix A the corresponding postprocessor, built according to the procedure of section 3.

4.1. Construction of the kernel. For building a specific kernel \(\psi_h\) of effective order \(q\) by composition in \(G_l\), one typically has to take as many basic integrators as the total number, \(s(q) = n_q + 1\), of effective order conditions. As a matter of fact, more stages are frequently required (a) due to the nonexistence of real solutions or (b) to diminish the size of higher \((>q+1)\)–order error terms (usually of large magnitude) [5, 13, 15]. In any case, introducing extra parameters makes more difficult the task of finding the numerical values of \(\alpha\) which solve the equations \(N_{k,l}(\alpha) = 0\). For this reason one usually considers self-adjoint kernels: although this symmetry fixes half of the coefficients, it also solves (in most cases) approximately the same number of equations.

Here the following symmetric compositions in \(G_l\), \(l = 2, 3, 4\) (schemes in \(G_1\) and \(G_2\) are studied together), at different orders are considered:

\[
\psi_h^{[2]} = \chi_{\alpha_1 h} \circ \chi_{\alpha_2 h} \circ \cdots \circ \chi_{\alpha_{2m} h},
\]

\[
\psi_h^{[3]} = S_{\alpha_1 h}^{[2]} \circ \cdots \circ S_{\alpha_{m-1} h}^{[2]} \circ S_{\alpha_m h}^{[2]} \circ S_{\alpha_{m-1} h}^{[2]} \circ \cdots \circ S_{\alpha_1 h}^{[2]},
\]

\[
\psi_h^{[4]} = S_{\alpha_1 h}^{[4]} \circ \cdots \circ S_{\alpha_{m-1} h}^{[4]} \circ S_{\alpha_m h}^{[4]} \circ S_{\alpha_{m-1} h}^{[4]} \circ \cdots \circ S_{\alpha_1 h}^{[4]},
\]

where \(\psi_h^{[2]}\) involves \(2m\) stages (or \(m\) different evaluations of \(\varphi_h^{[a]}\) and \(\varphi_h^{[b]}\) if \(\chi_h = [\varphi_h^{[a]} \circ \varphi_h^{[b]}]\)), whereas \(\psi_h^{[3]}\) and \(\psi_h^{[4]}\) have \((2m-1)\) stages, and all of them have \(\alpha_1, \ldots, \alpha_m\) to solve the effective order conditions.

Among the different solutions, one is interested in those that minimize the \(l_{q+1} = n_{q+1} - n_q\) noncorrectable terms at order \(q + 1\), according to some criterion previously adopted. For instance, one could consider a norm in \(L_{q+1}\) and use it to devise some objective function of the parameters \(\alpha_i\) to be minimized, aimed at measuring the size of the error. Unfortunately, it is by no means obvious how to characterize the performance of the integrators applied to all initial value problems, since for different problems the dominant error terms are not necessarily the same.

At least two objective functions have been used in the literature:

\[
E_1(\alpha) = \sum_{i=1}^{m} |\alpha_i| \quad \text{and} \quad E_2(\mathbf{d}, \alpha) = \bar{m} \| \mathbf{d} \cdot \mathbf{f}_{q+1} \|^{1/q},
\]

where \(\bar{m} = 2m\) or \(2m - 1\) (depending on the set \(G_l\) considered), \(\alpha_{m+1-i} = \alpha_i\), and \(\mathbf{f}_{q+1} = (f_{q+1,1}, \ldots, f_{q+1,4i+1})\) and \(\mathbf{d} = (d_1, \ldots, d_{4i+1})\) are weight parameters fixed in advance. Methods with small values of \(E_1\) usually have large stability domains and small error terms. It has been successfully used to find efficient nonprocessed methods in \(G_3\) up to order 10 [10, 8], although it is not possible to compare the efficiency of schemes with different number of stages. On the other hand, the optimal
weight vector \( \mathbf{d} \) present in \( E_2 \) is problem dependent. For methods in \( G_1 \) it is usual to consider \( \mathbf{d}^{(1)} = (1, \ldots, 1) \) (we denote \( E_{21} \equiv E_2(\mathbf{d}^{(1)}, \alpha) \)), whereas in \( G_3 \) it is suggested [15] that one take \( \mathbf{d}^{(2)} = (1, 0, \ldots, 0) \) (and denote \( E_{22} \equiv E_2(\mathbf{d}^{(2)}, \alpha) \)), since \( \sum q_{i+1,1} = \sum_{i=1}^m \alpha_i^{q+1} \) is the dominant error term for a number of problems.

Here we adopt the following criterion: we look for methods with small values of \( E_1 \) which, in addition, have small values of \( E_{21} \) for schemes in \( G_1 \) and/or \( E_{22} \) for schemes in \( G_1 \), \( t = 2, 3, 4 \). Of course, one could propose other vectors \( \mathbf{d}^{(j)} \) and thus different objective functions to minimize.

As we mentioned before, the number of coefficients in the composition is usually larger than the number of order conditions, so that there are \( l \) (\( < m \)) free parameters \( \alpha_1, \ldots, \alpha_l \). Recently, McLachlan [15] has proposed an idea to find (in a relatively simple way) efficient methods in \( G_3 \): he takes the free parameters \( (\alpha_1, \ldots, \alpha_l) \) equal to the first (and last) coefficient \( \alpha_{l+1} \) of the symmetric composition with the minimum number of stages necessary to satisfy the order conditions. Then, instead of many multidimensional families of solutions, only isolated solutions are obtained which are very easy to analyze. For methods up to effective order 6 in \( G_3 \), the solutions obtained by applying this rule of thumb correspond to simultaneous local minima of \( E_1 \) and \( E_{22} \). For higher orders, this is not necessarily the case, although the corresponding solutions seem to stay very close to the minima.

Here we propose to extend this rule in the following way: we take \( \alpha_1 = \alpha_2 = \cdots = \alpha_l = \alpha \equiv \alpha \) as free parameter and solve the effective order conditions for different values of \( \alpha \). Notice that \( \alpha = \alpha_{l+1} \) corresponds to McLachlan’s rule of thumb. A numerical search with values \( \alpha_1, \ldots, \alpha_l \) chosen at random also has been carried out, but the solutions thus found do not lead to smaller values of \( E_1 \) and \( E_2 \) (see Appendix B for more details). In fact, there exists a strong correlation between \( E_1 \) and \( E_2 \), but their absolute minima do not necessarily coincide (\( E_2 \) can be zero for some choice of \( \mathbf{d} \), whereas \( E_1 \) is always nonvanishing).

In view of the number of effective order conditions to be satisfied by symmetric kernels in \( G_1 \) and collected in Table 1, it seems reasonable to consider methods up to order 6 in \( G_1 \) and \( G_2 \), up to order 10 in \( G_3 \), and up to order 12 in \( G_4 \). The new methods are denoted by \( P_{m,q} \): a processed method of order \( q \) with an \( m \)-stage self-adjoint kernel.

4.2. Kernels in \( G_1 \) and \( G_2 \) up to effective order 6. Several fourth- and sixth-order schemes in \( G_1 \) (also valid in \( G_2 \)) are available in the literature, both as standard composition methods [5] and as processed algorithms [3]. These integrators, however, have been designed to be efficient only in \( G_1 \). In contrast, the methods we present here have been optimized to be used both in \( G_1 \) and \( G_2 \).

**Fourth-order.** In [3] symmetric kernels with \( m = 3 \) and \( m = 4 \) are designed (with \( m = 2 \) the order conditions do not admit real solutions). We have built kernels with \( m = 5, 6, 7 \), obtaining solutions with very small values of \( E_1 \) and \( E_{21} \) and/or \( E_{22} \). In Table 5 (first column) we present the coefficients of the selected kernel with \( m = 2m = 12 \) stages.

**Sixth-order.** With \( m = 5 \) it is possible to solve all the order conditions [3], but the resulting schemes are not very efficient. We have considered kernels with \( m \) up to 10. The most efficient methods found have \( m = 9 \) and \( m = 10 \) and their coefficients are collected in Table 5 (second and third columns). These methods are discussed in more detail in Appendix B. We should remark that, if \( \chi_h = \varphi_h^{[a]} \circ \varphi_h^{[b]} \), these kernels require \( m \) evaluations of \( \varphi_h^{[a]} \) and \( \varphi_h^{[b]} \) (due to the FSAL property).
4.3. Kernels in \( \mathcal{G}_3 \) up to effective order 10. Nonprocessed methods up to order 10 are available in [26, 23, 13, 10, 8] and up to order 6 using processing in [1, 15]. Based on the symmetric \((2m - 1)\)-stage composition (4.2) we present the following kernels.

**Sixth-order.** With \( m = 3 \) (5 stages) the effective order conditions \( f_{1,1} = 1 \), \( f_{3,1} = f_{5,1} = 0 \) possess two real solutions, but both of them lead to high values of the noncorrectable error terms \( f_{r,1} \) and \( f_{r,2} \) [1]. With \( l = 1, \ldots, 5 \) free parameters we have obtained a number of methods with small values of \( E_1 \) and \( E_{22} \). We propose taking the 11-stage kernel given in [15] \((P_{11,6})\) and the 13-stage kernel \((P_{13,6})\) which, in addition, satisfies \( f_{r,2} = 0 \) (see Table 6).

**Eighth-order.** With \( m \geq 5 \) (at least 9 stages) one has enough variables to achieve effective order 8, although the solutions obtained give poorly efficient schemes. Additional stages are considered by taking up to \( l = 5 \) free parameters. We choose two solutions, one with \( l = 2 \) \((P_{18,8})\) and the other with \( l = 5 \) \((P_{19,8})\). The coefficients are collected in Table 6. The solution with \( l = 2 \) does not follow exactly the rule of thumb, but it is quite close to it \((\alpha_1 = \alpha_2 \approx \alpha_3)\).

**Tenth-order.** If \( m \geq 8 \) (at least 15 stages) one has enough parameters to achieve effective order 10. Kernels with \( l = 0, \ldots, 5 \) free parameters have been analyzed, and the schemes \( P_{19,10} \) and \( P_{23,10} \) whose coefficients are collected in Table 6 have been selected.

4.4. Kernels in \( \mathcal{G}_4 \) up to effective order 12. Next we consider the symmetric \((2m - 1)\)-stage composition (4.3). The numerical search for methods of order \( q \) in \( \mathcal{G}_4 \) and of order \( q + 2 \) in \( \mathcal{G}_4 \) is closely related because the corresponding equations are very similar. In fact, the number of order conditions is smaller in \( \mathcal{G}_4 \), and the numerical search is easier. Now the methods chosen exactly follow the rule of thumb.

**Eighth-order.** If \( m \geq 3 \) (at least 5 stages) one has enough variables to get effective order 8. With \( m = 3 \), solutions with large values of the noncorrectable leading error term \( f_{q,1} \) are obtained [1]. The coefficients of a 9-stage kernel \((P_{9,8})\) are collected in Table 7. Kernels with more stages have also been analyzed, but their performance is not clearly superior.

**Tenth-order.** At least 7 stages \((m \geq 4)\) are necessary to achieve effective order 10. Kernels with up to \( l = 5 \) free parameters have been considered, and the kernel \( P_{13,10} \) with coefficients given in Table 7 is finally selected.

**Twelfth-order.** If \( m \geq 6 \) (at least 11 stages) a twelfth-order integrator can be obtained. Kernels with up to \( l = 6 \) free parameters have been analyzed. The coefficients for the composition with 19 stages, \( P_{19,12} \), are collected in Table 7.

---

**Table 6**

<table>
<thead>
<tr>
<th>( P_{9,6} )</th>
<th>( P_{9,5} )</th>
<th>( P_{10,6} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_1 = a_2 = a_3 = a_4 )</td>
<td>( a_1 = a_2 = a_3 = a_4 = a_5 )</td>
<td>( a_1 = a_2 = a_3 = a_4 = a_5 = a_6 )</td>
</tr>
<tr>
<td>( a_4 = 0.1341940158122142 )</td>
<td>( a_5 = 0.1106570871853300 )</td>
<td>( a_6 = 0.1080385784517379 )</td>
</tr>
<tr>
<td>( a_5 = -a_4 - 0.18 )</td>
<td>( a_6 = -0.2854111127287940 )</td>
<td>( a_7 = 0.1080384231345842 )</td>
</tr>
<tr>
<td>( a_6 = 1/2 - (a_1 + \cdots + a_5) )</td>
<td>( a_7 = 0.2138498496192465 )</td>
<td>( a_8 = -0.2387378757998321 )</td>
</tr>
<tr>
<td>( a_{13-i} = a_i, \ i = 1, \ldots, 6 )</td>
<td>( a_8 = -0.3402583791791715 )</td>
<td>( a_9 = -0.2387378757998321 )</td>
</tr>
<tr>
<td>( a_9 = 1/2 - (a_1 + \cdots + a_8) )</td>
<td>( a_{10} = 1/2 - (a_1 + \cdots + a_9) )</td>
<td>( a_{19-j} = a_j, \ i = 1, \ldots, 9 )</td>
</tr>
<tr>
<td>( a_{21-i} = a_i, \ i = 1, \ldots, 10 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 7**

Coefficients in (4.1) for symmetric kernels in \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \). These kernels can be used with the corresponding postprocessors of Table 8.
4.5. On the accuracy of the coefficients. The coefficients of the previous kernels have been obtained with only 15 digits, even when the order of the scheme is 10 or 12. The error introduced due to the accuracy of the coefficients is propagated along the integration, and thus one could think that a 15-digit precision is not sufficient for carrying out very accurate computations. It turns out, however, that this is not observed in practice. To explain this phenomenon notice that, since the kernel is self-adjoint, the asymptotic expansion of the error contains only odd powers of $k$: 

$$k = 1 - 2(\alpha_1 + \cdots + \alpha_i)$$

$$\alpha_{12-i} = \alpha_i, \quad i = 1, \ldots, 6$$

$$\alpha_{24-i} = \alpha_i, \quad i = 1, \ldots, 11$$

The coefficients for symmetric kernels in $\mathcal{G}_3$ can be used with the respective postprocessors collected in Table 9.

<table>
<thead>
<tr>
<th>$P_{136}$</th>
<th>$P_{138}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1 = \alpha_2 = \alpha_3 = \alpha_4$</td>
<td>$\alpha_1 = \alpha_2 = \alpha_3 = \alpha_4$</td>
</tr>
<tr>
<td>$\alpha_3 = 0.1705768865009222157$</td>
<td>$\alpha_4 = 0.125696288720106$</td>
</tr>
<tr>
<td>$\alpha_5 = -0.423366140892658048$</td>
<td>$\alpha_6 = 0.9915594187296$</td>
</tr>
<tr>
<td>$\alpha_6 = 1 - 2(\alpha_1 + \cdots + \alpha_i)$</td>
<td>$\alpha_6 = -0.508565370823828$</td>
</tr>
<tr>
<td>$\alpha_{12-i} = \alpha_i, \quad i = 1, \ldots, 5$</td>
<td>$\alpha_{14-i} = \alpha_i, \quad i = 1, \ldots, 6$</td>
</tr>
<tr>
<td>$\alpha_{20-i} = \alpha_i, \quad i = 1, \ldots, 9$</td>
<td></td>
</tr>
</tbody>
</table>

The coefficients for symmetric kernels in $\mathcal{G}_4$. The corresponding processed integrator is formed with the postprocessors of Table 10.

<table>
<thead>
<tr>
<th>$P_{1310}$</th>
<th>$P_{1312}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1 = \alpha_2 = \alpha_3$</td>
<td>$\alpha_1 = \alpha_2 = \alpha_3 = \alpha_4$</td>
</tr>
<tr>
<td>$\alpha_3 = 0.223330451446240$</td>
<td>$\alpha_4 = 0.1578763989460225$</td>
</tr>
<tr>
<td>$\alpha_5 = -0.373987430116841$</td>
<td>$\alpha_6 = -0.301034714573091$</td>
</tr>
<tr>
<td>$\alpha_7 = 1 - 2(\alpha_1 + \cdots + \alpha_i)$</td>
<td>$\alpha_8 = -0.357728201055259$</td>
</tr>
<tr>
<td>$\alpha_{10-i} = \alpha_i, \quad i = 1, \ldots, 4$</td>
<td>$\alpha_{12-i} = 2(\alpha_1 + \cdots + \alpha_i)$</td>
</tr>
<tr>
<td>$\alpha_{20-i} = \alpha_i, \quad i = 1, \ldots, 9$</td>
<td></td>
</tr>
</tbody>
</table>

Example. Suppose that the coefficients of the kernel for the processed method $P_{1310}$ in $\mathcal{G}_3$ are desired with higher accuracy. We show how to increase the actual precision from $h^310^{-15}$ to $h^310^{-15}$ just by adding some extra digits to one of the coefficients $\alpha_i$. 

Table 6

Table 7

<table>
<thead>
<tr>
<th>$P_{108}$</th>
<th>$P_{1910}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1 = \alpha_2 = \alpha_3$</td>
<td>$\alpha_1 = \alpha_2 = \alpha_3 = \alpha_4$</td>
</tr>
<tr>
<td>$\alpha_3 = 0.223330451446240$</td>
<td>$\alpha_4 = 0.1578763989460225$</td>
</tr>
<tr>
<td>$\alpha_5 = -0.373987430116841$</td>
<td>$\alpha_6 = -0.301034714573091$</td>
</tr>
<tr>
<td>$\alpha_7 = 1 - 2(\alpha_1 + \cdots + \alpha_i)$</td>
<td>$\alpha_8 = -0.357728201055259$</td>
</tr>
<tr>
<td>$\alpha_{10-i} = \alpha_i, \quad i = 1, \ldots, 4$</td>
<td>$\alpha_{12-i} = 2(\alpha_1 + \cdots + \alpha_i)$</td>
</tr>
<tr>
<td>$\alpha_{20-i} = \alpha_i, \quad i = 1, \ldots, 9$</td>
<td>$\alpha_{20-i} = \alpha_i, \quad i = 1, \ldots, 9$</td>
</tr>
</tbody>
</table>
First we consider the lowest effective order conditions $f_{1,1} = \sum \alpha_i = 1$. Let us fix all values of $\alpha_i$ from Table 6 except one, say $\alpha_{11}$ (as well as $\alpha_{12}$ to ensure that condition $f_{1,1} = 1$ is exactly satisfied). Next, solve $N_{3,1}(\alpha) = 0$ with as many digits as desired. For example, with 25 digits one gets $\alpha_{11} = 0.070952700957766581583926$, and the error of the method due to the accuracy of the coefficients is $h^{510^{-25}} + h^{510^{-15}} \sim h^{510^{-15}}$. This process can also be used to increase the accuracy to $h^{510^{-15}}$ just by taking two parameters to solve $N_{3,1}(\alpha) = 0$ and $N_{5,1}(\alpha) = f_{5,1} = 0$.

5. Numerical examples. In this section we test the performance of the new processed methods on some numerical examples. A rigorous test is very difficult because the relative performance between the methods usually depend on the particular problem analyzed. If the vector field considered involves some parameters, this relative performance may depend also on them as well as on the particular splitting or basic method used for the integration. It may also depend on the initial conditions and even on the final time at which the comparison is done (although this dependence can be minimized taking an average of the error along the integration). For this reason our experiments involve several problems depending on parameters and a comparison of the processed integrators with other schemes available in the literature for different values of parameters, initial conditions, and splitting or basic methods used. In particular, we compare with the following methods (the order, number of stages, and the class $G_i$ to which they belong is indicated):

- **Order 4**
  - $G_1$, $G_2$ (BM4): the 6-stage method (optimized in $G_1$) given in [5];
  - $G_3$ (Y4): the well-known 3-stage method of [26] (only used as a reference);
  - $G_5$ (S4): the 5-stage method of [22].

- **Order 6**
  - $G_1$, $G_2$ (BM106): the 10-stage method (optimized in $G_1$) given in [5];
  - $G_9$ (M6): the optimized 9-stage method ($S, m = 9$) of [13].

- **Order 8**
  - $G_5$ (M178): the 17-stage method ($S, m = 17$) of [13];
  - $G_1$ (B78): the 7-stage method of [1].

- **Order 10**
  - $G_6$ (R1310): the 33-stage method ($s33odr10c$) of [10];
  - $G_6$ (G3310): the 33-stage method of [8];
  - $G_4$ (O1310): the 13-stage method of [20].

- **Order 12**
  - $G_4$ (O2312): the 23-stage method of [20].

In the comparison, the computational cost (or the number of evaluations) of the kernel is taken as the cost of the processed method. All computations are always started with the most accurate composition preprocessor $(\pi_h^{(c)})^{-1}$ available. For post-processing we take $\pi_h^{(c)}$, although very similar results are obtained when the alternative cheap postprocessor $\tilde{\pi}_h$ is used instead, in agreement with the results exposed in [2].

**Example 1.** We consider the Lotka–Volterra system

$$u' = u(v - 2), \quad v' = v(1 - u),$$

which has as first integral $I(u,v) = \ln(uv^2) - (u + v)$. For simplicity, we split the vector field as $f = f_u + f_v$, with $f_u = (u(v - 2), 0)$ and $f_v = (0, v(1 - u))$, which allows us to consider explicit methods which preserve the Poisson structure. This implies, in particular, that the first integral $I(u,v)$ is approximately preserved (for in that case, splitting
methods are, with an appropriate change of variables, symplectic methods applied to a Hamiltonian system with Hamiltonian function \( H(p,q) := I(u(p,q), v(p,q)) \). The problem can be integrated by schemes in \( G_1/G_2 \). In the region \( 0 < u, v \) the system has periodic trajectories around \((u,v) = (1, 2)\). We take as initial conditions \((u_0, v_0) = (\alpha, 2\alpha)\) for different values of \( \alpha \in (0, 1) \), and integrate for \( t \in [0,50] \). In this way all periodic trajectories are considered. For each initial condition we compute the error at \( t = 1, 2, \ldots, 50 \) and measure the average relative error in phase space.

The time step is chosen in such a way that (i) all the methods of the same order in the same figure require approximately the same number of function evaluations and (ii) the relative performance between them does not change qualitatively when \( h \) is reduced. Figure 1 shows the results obtained for the fourth- and sixth-order methods in \( G_1/G_2 \). We observe that the relative performance between the methods highly depend on the initial conditions but, in general, the new processed methods are more efficient.

To compare the performance of the methods in \( G_3 \) we take \( S_h^{(2)} = \psi_h^{[a]} \circ \psi_h^{[b]} \circ \psi_{h/2}^{[a]} \) as the basic self-adjoint second-order integrator. The corresponding results are shown in Figure 2. Again, the processed methods are clearly superior. When the symmetric second-order implicit midpoint rule is taken as \( S_h^{(2)} \), we have observed that the results of the schemes are more sensitive to initial conditions giving, in general, more accurate results when \( \alpha \) is close to 1. Then, depending on the value of \( \alpha \) and the qualitative properties which we desire to preserve, one has to choose the most appropriate basic integrator. However, what it is important for our analysis is that the relative performance of the compared methods does not change considerably.

Finally, to compare the behavior of methods of different orders we plot efficiency diagrams. For this test we fix \( \alpha \) to a representative value of the performance of the methods: in view of Figures 1 and 2, we take \( \alpha = 1/3 \). Figure 3 shows the average relative error in phase space as a function of the number of function evaluations for different time steps. The high efficiency achieved by the processed methods \( P_{96} \) and \( P_{138} \) is apparent.
Example 2. Let us consider now the ABC-flow \cite{8,16}, with equations
\begin{equation}
\begin{align*}
x' &= B \cos y + C \sin z, \\
y' &= C \cos z + A \sin x, \\
z' &= A \cos x + B \sin y,
\end{align*}
\end{equation}
which has been studied as a model volume-preserving three-dimensional flow. The vector field \( f \) is separable into three solvable parts, namely
\[ f = f_a + f_b + f_c = A(0, \sin x, \cos x) + B(\cos y, 0, \sin y) + C(\sin z, \cos z, 0). \]
For \( B = C = 1, A = \alpha \) we take as initial condition \((x_0, y_0, z_0) = (3.14, 2.77, 0)\) and integrate until \( t = 20 \) for different values of \( \alpha \in [0, 1] \). The \( \alpha \)-dependent vector field can be used to test integrators in \( G_l, l = 2, 3, 4 \). We choose the following explicit basic methods: (i) in \( G_2 \), the first-order scheme \( \chi_h = \varphi_h^{[a]} \circ \varphi_h^{[b]} \circ \varphi_h^{[c]} \) and its adjoint \( \chi_h^* = \varphi_h^{[c]} \circ \varphi_h^{[b]} \circ \varphi_h^{[a]} \); (ii) in \( G_3 \), the symmetric composition \( S_h^{[2]} = \chi_{h/2} \circ \chi_h^{[2]} \); and (iii) in \( G_4 \), the well-known 3-stage fourth-order scheme \( S_h^{[4]} = S_h^{[2]} \circ S_h^{[2]} \circ S_h^{[2]} \), with \( \alpha_1 = 1/(2 - 2^{1/3}) \) and \( \alpha_2 = 1 - 2\alpha_1 \). Obviously, more efficient self-adjoint fourth-order basic methods \( S_h^{[4]} \) could improve the accuracy of the results, but at this stage, we are mainly interested in the relative performance of the different integrators, and this does not change considerably with the basic method.
The time step size used for each method is such that all the integrators of the same order appearing in the same figure require approximately the same number of evaluations, and the results have the expected asymptotic behavior corresponding to the respective order. Figure 4 shows the results obtained with the fourth- and sixth-order methods in $G_2$, whereas Figure 5 corresponds to the sixth-, eighth-, and tenth-order methods in $G_3$. We have repeated the experiment with different initial conditions, and the relative performance of the methods also changes. However, we have observed a superiority of the processed integrators which, on average, is well represented by Figures 4 and 5.

On the other hand, since we have taken $B = C$, the system has a reversing symmetry group with 16 elements [16], not preserved by the preceding splitting. However, if we consider

\begin{equation}
    f = f_a + f_b = B(\cos y + \sin z, 0, 0) + (0, B \cos z + A \sin x, A \cos x + B \sin y),
\end{equation}

this splitting does preserve the reversing symmetry group. Notice that $f_a$ is explicitly integrable, but $f_b$ is not. We can integrate $f_b$, $\varphi^{[b]}_h$, with the midpoint rule, $\tilde{\varphi}^{[b]}_h$, which preserves all the properties [16]. We repeated the experiments shown in Figure 5 using as the basic method $S^{[2]}_h = \varphi^{[a]}_h \circ \varphi^{[b]}_h \circ \varphi^{[a]}_{h/2}$ and the same time steps. The midpoint rule was implemented with the Newton method (three iterations usually gave enough accuracy). The results are shown in Figure 6, where we observe that the relative performance between the methods change, but the processed methods are more accurate.

Finally, Figure 7 shows the results obtained by the methods in $G_4$ using the explicit methods. Now the processed integrators are always between three and four orders of magnitude more accurate at the same cost, in agreement with the size of the leading order error coefficients.

**Example 3.** Finally, to illustrate the interest of using methods in $G_4$, we consider the two-body gravitational problem. The corresponding evolution equation may be written as

\begin{equation}
    x_i'' = -\frac{x_i}{(x_i^2 + x_j^2)^{3/2}}, \quad i = 1, 2,
\end{equation}
and we take as initial condition \( x_1(0) = 1 - e, \ x_2(0) = x'_1(0) = 0, \ x'_2(0) = [(1+e)/(1-e)]^{1/2} \), which produces an orbit with eccentricity \( e \). With the value \( e = 1/4 \), the orbit is determined numerically for 100 periods and the mean error in positions is computed.

This problem is suited to integration by symplectic Runge–Kutta–Nyström methods \([21]\), and moreover, modified potentials can also be used \([4, 12]\). In particular, Koseleff \([11]\) designed an efficient self-adjoint fourth-order scheme, which can be used as the basic method:

\[
S_h^{(4)} = \varphi_{h/6}^{[b]} \circ \varphi_{h/2}^{[a]} \circ \varphi_{2h/3, h^3/\gamma_2}^{[b, c]} \circ \varphi_{h/2}^{[a]} \circ \varphi_{h/6}^{[b, c]}
\]

(5.5)

Here

\[
\varphi_{\alpha h}^{[a]}(x_i) = x_i + \alpha h x'_i, \quad \varphi_{\delta h, \gamma h^3}^{[b, c]}(x'_i) = x'_i - x_i G(\beta + \gamma G), \quad i = 1, 2,
\]

with \( \gamma = 4\gamma h, \ G = h/(x_1^2 + x_2^2)^{3/2} \), and \( \varphi_{\delta h}^{[b]} \) corresponds to taking \( \gamma = 0 \) in the modified flow \( \varphi_{\delta h, \gamma h^3}^{[b, c]} \). Notice that the cost of evaluating \( \varphi_{\delta h, \gamma h^3}^{[b, c]} \) instead of \( \varphi_{\delta h}^{[b]} \) increases only by one addition and one multiplication, so that it can be neglected.

We compare the new processed methods in \( G_4 \) taking (5.5) as the basic integrator with the nonprocessed schemes \( M_{17, 8} \) and \( G_{33, 10} \) in \( G_3 \) and using as basic second-order symmetric integrator the well-known Störmer–Verlet/leapfrog method. Figure
Fig. 7. Same as Figure 4 for the eighth-, tenth-, and twelfth-order methods in $G_4$.

8 shows the average relative error in position versus the number of $\varphi_{jh}$ evaluations (one evaluation of (5.5) is considered to involve two $\varphi_{jh}$ evaluations due to the FSAL property). It is worth noticing the excellent performance of the processed methods $P_9$ and $P_{13}$. In particular, for the step sizes considered in the figure $P_{13}$ behaves as a twelfth-order integrator: in fact, one has to take a much smaller $h$ to recover the asymptotic behavior expected for a tenth-order method. A similar pattern can be observed in the diagram corresponding to $P_9$.

This example clearly shows that in certain circumstances and depending on the particular structure of the system at hand, it can be advantageous to design an efficient fourth-order scheme $S_{h}^{(4)}$ and then build by composition higher-order integrators based on it. Obviously, the performance of the methods highly depend on the particular fourth-order basic scheme and a more detailed analysis of this could even improve the performance observed in Figure 8.

We must also remark that after 100 revolutions it is still possible to obtain an accuracy of 18 digits. However, the coefficients for the numerical methods in Table 7 are given with only 15 digits. This is so because the lowest-order condition is multiplied by $h^5$, which is also a small number. In other words, the comments of section 4.5 are valid here.

6. Conclusions. In this paper we have constructed numerical integrators for differential equations up to order twelve by composition of basic integrators and using the processing technique. Four families of integrators are considered: (i) fourth- and sixth-order composition methods for a system separable into two solvable parts or (ii) using as basic methods a first-order integrator and its adjoint; (iii) sixth-, eighth-, and tenth-order composition methods using second-order self-adjoint methods; and (iv) eighth-, tenth-, and twelfth-order composition methods using fourth-order self-adjoint methods.

Our starting point is a theoretical analysis of the processing technique for the cases considered here, which allows us to obtain in a relatively simple way the number and explicit form of the order conditions for the kernel. The analysis clearly shows that the processing technique is a very promising procedure to obtain efficient methods when implemented with constant time step. In that case, the cost of the postprocessor can be neglected even if the output has to be frequently computed since, if desired, it can be approximated using intermediate stages of the kernel.

Next, we have carried out a numerical search of the coefficients of different com-
positions to get efficient kernels for the cases considered. Compositions with more stages than strictly required to solve the order conditions are considered for optimization purposes by following, mainly, the rule of thumb proposed in [15]. In this way, the higher accuracy obtained compensates the increase in the computational cost of the methods.

A large number of numerical experiments have been carried out to compare the performance of the new processed methods with other well-established nonprocessed methods, and some representative results are shown. We have considered different initial conditions, values of the parameters, basic methods, and splittings to better appreciate the performance of the methods.

We think that some comments about the choice and applicability of the different methods proposed here could be of interest for the potential user. If a given problem can be integrated using methods in $G_1$, then it is clear that it can also be integrated with methods in $G_2$, $G_3$, and $G_4$, but for the same order, methods in $G_1$ and $G_2$ are more efficient than schemes in $G_3$ and $G_4$. Thus, if one is interested in fourth- or sixth-order methods, it is, in general, preferable to consider methods in $G_1$ or $G_2$; for orders 8 or 10 we recommend methods in $G_3$, and only for higher-order methods or when a very efficient fourth-order scheme is available do we recommend methods in $G_4$. The same comments are valid for a problem which can be integrated in $G_2$ but not in $G_1$.

Although the processing technique has become, during the past few years, a standard technique for constructing efficient high-order composition integrators, there are still some issues which need to be clarified.

- Which is the most appropriate objective function to minimize leading to the most efficient methods for a given class of problems?
- We have considered self-adjoint kernels with more stages than necessary to solve the effective order conditions. On the other hand, for nonsymmetric kernels such a number of stages would contain a larger number of free parameters. The question is, With such assumptions, could other interesting solutions not contemplated in this work exist?
• Could there exist other possible symmetries for the coefficients and different rules of thumb which would allow one to obtain more efficient methods?
• How can one build specific fourth-order methods for a given problem that when used as a basic scheme in $G_4$ would lead to very efficient higher-order composition methods?
• Would it be possible to construct more efficient composition methods for particular problems of physical relevance for which the Lie algebra involved presents a simpler structure than those analyzed in this work?

Appendix A. Construction of specific postprocessors. Next we present several composition and cheap postprocessors for some of the kernels collected in section 4. The resulting integrators provide the most efficient results on different test examples (analyzed in section 5).

With respect to composition postprocessors, in accordance with the comments in section 4.1, we take $\pi_h^{(c)} = w_h^{[i]} \circ w_{-h}^{[i]}$, $i = 2, 3, 4$, for the composition postprocessor, with

\begin{align}
(A.1) & \quad w_h^{[2]} = \chi_{\gamma_2} \circ \chi_{\gamma_1 - 1} \circ \cdots \circ \chi_{\gamma_2} \circ \chi_{\gamma_1}, \\
(A.2) & \quad w_h^{[3]} = S_{\gamma_2} \circ \cdots \circ S_{\gamma_1} h, \\
(A.3) & \quad w_h^{[4]} = S_{\gamma_2} \circ \cdots \circ S_{\gamma_1} h
\end{align}

and require that $\pi_h^{(c)} \in \mathbb{P}_q$, although in some cases a more accurate composition $\pi_h^{(c)} \in \mathbb{P}_q$ is also built, particularly when the number of stages required is not too large. On the other hand, the cheap postprocessors are constructed by following the procedure outlined in section 3.2.

Postprocessors in $G_1$ and $G_2$. Condition $p_{1,1} = \sum \gamma_i = 0$ produces a composition $\pi_h^{(c)} = w_h^{[2]} \circ w_h^{[2]} \in \mathbb{P}_2$, whereas 4 and 15 order conditions have to be satisfied if $\pi_h^{(c)} \in \mathbb{P}_j$, $j = 4, 6$, respectively. In Table 8 we give coefficients for $\pi_h^{(c)}$ in $\mathbb{P}_4$ ($\mathbb{P}_6$). Since the kernel $\mathbb{P}_6$ of effective order 6 is the most efficient in practice, we present two possible postprocessors: one in $\mathbb{P}_5$ ($r = 4$) and a more accurate one in $\mathbb{P}_6$ ($r = 9$), which is recommended for use in both $G_1$ and $G_2$. Finally, we provide a cheap postprocessor $\tilde{\pi}_h \in \mathbb{P}_3$ for $\mathbb{P}_6$.

Postprocessors in $G_3$. For a sixth-order processed integrator it is required that $\pi_h \in \mathbb{P}_4$ and, according to Table 3, this is accomplished if $p_{4,1} = -f_{3,2}$ and $p_{4,1} = p_{3,1} = p_{5,1} = p_{6,2} = 0$. In fact, with $\pi_h^{(c)} = w_h^{[3]} \circ w_h^{[3]} \circ w_h^{[3]}$ given by (A.2) and satisfying $\sum \gamma_i = 0$, we need only to enforce $p_{4,1} = -f_{3,2}$. If, in addition, $p_{6,1} = -f_{7,3}$ and $p_{6,2} = -f_{7,4}$ hold, then $\pi_h^{(c)} \in \mathbb{P}_6$, whereas if condition $\sum \gamma_i = 0$ is satisfied, then $\pi_h^{(c)} \in \mathbb{P}_7$: this is, in fact, the composition postprocessor collected in Table 9 for $\mathbb{P}_{11}6$ and $\mathbb{P}_{13}6$, preserving time-symmetry up to $\mathcal{O}(h^3)$. Taking into account the conditions on $p_{4,i}$, $i = 1, \ldots, 5$, one gets $\pi_h^{(c)} \in \mathbb{P}_8$, and so on. For $\mathbb{P}_{19}8$ (which works in practice more efficiently than $\mathbb{P}_{19}8$) we provide a composition postprocessor in $\mathbb{P}_8$ and a 24-stage $\tilde{\pi}_h^{(c)} \in \mathbb{P}_9$ for $\mathbb{P}_{23}10$. One could get a postprocessor in $\mathbb{P}_{10}$ for the tenth-order case, but this would require 11 new conditions to be satisfied by $w_h^{[3]}$, giving a 46-stage postprocessor. We also present the coefficients of cheap processors $\tilde{\pi}_h \in \mathbb{P}_{10}$, $q = 6, 8$, valid for $\mathbb{P}_{11}6$ and $\mathbb{P}_{13}8$, respectively. A similar $\tilde{\pi}_h$ could be obtained for $\mathbb{P}_{23}10$, but from Table 4, it would need at least 33 coefficients $w_h$. 

\begin{align}
& w_h^{[2]} = \chi_{\gamma_2} \circ \chi_{\gamma_1 - 1} \circ \cdots \circ \chi_{\gamma_2} \circ \chi_{\gamma_1}, \\
& w_h^{[3]} = S_{\gamma_2} \circ \cdots \circ S_{\gamma_1} h, \\
& w_h^{[4]} = S_{\gamma_2} \circ \cdots \circ S_{\gamma_1} h
\end{align}
particular, on the compositions of effective order 6 in $G_2$. Postprocessors in $G_4$. In Table 10 we present accurate composition postprocessors $\pi^{(c)}_k = \pi^{(c)}_k \circ w^{(c)}_k$ belonging to $P_8$ and $P_{10}$ for $P_8$ and $P_{10}$, respectively, whereas the postprocessor for the twelfth-order method belongs to $P_{11}$.

Appendix B. Here we illustrate the validity of the criteria adopted in section 4 for the choice of the particular kernels collected there. We fix our attention, in particular, on the compositions of effective order 6 in $G_2$ and effective order 8 in $G_3$. In the first case we take the symmetric composition (4.1) with the minimum number of maps required to satisfy the effective order conditions ($m = 5$) $\psi(m)$, and then we introduce $l \leq 5$ additional maps with free parameters $\alpha_1, \ldots, \alpha_l$ in the composition.
It is worth noticing that a random selection of results obtained when (i) the free parameters are located in the neighborhood of their minima. For comparison, we also include or its generalization. In fact, the medium dots lie on curves, whereas the big dots dots); (ii) \( \alpha = 3 \) given in [5] when \( \alpha = \frac{\pi}{4} \). This figure should be interpreted with caution: from the obtained values of \( E_1 \) and \( E_2 \), \( M_6 \) should be more efficient than \( BM_{10} \), but in practice it is just the opposite.

For instance, when \( l = 4 \) the kernel has the form

\[
\psi^{[2]}_h = \chi_{\alpha_1 h} \circ \chi_{\alpha_2 h} \circ \chi_{\alpha_3 h} \circ \psi^{[\alpha]} \circ \chi_{\alpha_4 h} \circ \chi_{\alpha_5 h} \circ \chi_{\alpha_6 h} \circ \chi_{\alpha_7 h}.
\]

Next, for each \( l \) and given values of \( \alpha_1, \ldots, \alpha_l \), we solve the effective order conditions and compute the objective functions \( E_1 \) and \( E_{22} \). In Figure 9 (left) we collect the results obtained when (i) the free parameters \( \alpha_1, \ldots, \alpha_l \) are chosen at random (small dots); (ii) \( \alpha_1 = \cdots = \alpha_l = \alpha \) for different values of \( \alpha \) (medium dots); and (iii) applying McLachlan’s rule of thumb, i.e., \( \alpha_1 = \cdots = \alpha_l = \alpha_{l+1} \) (big dots). For clarity, only the results with \( l = 3, 4, 5 \) and a small fraction of points in (i) are shown. It is worth noticing that a random selection of \( \alpha_1, \ldots, \alpha_l \) does not lead to smaller values of \( E_1 \) and \( E_{22} \) than those obtained by applying the rule of thumb or its generalization. In fact, the medium dots lie on curves, whereas the big dots are located in the neighborhood of their minima. For comparison, we also include the values obtained with the nonprocessed 10-stage method \( BM_{10} \) (optimized as a method in \( G_1 \)) given in [5] when \( \chi_h = \varphi^{[\alpha]}_h \circ \varphi^{[\alpha]}_h \) and the optimized method \( M_6 \) with \( S_\alpha^{[2]} = \chi_{\alpha h} \circ \chi_{\alpha h} \) (stars). This figure should be interpreted with caution: from the obtained values of \( E_1 \) and \( E_{22} \), \( M_6 \) should be more efficient than \( BM_{10_6} \), but in practice it is just the opposite.

<table>
<thead>
<tr>
<th>( \beta )</th>
<th>( \gamma_6 )</th>
<th>( \gamma_7 )</th>
<th>( \gamma_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>((\gamma_1 + \cdots + \gamma_6))</td>
<td>((\gamma_1 + \cdots + \gamma_6))</td>
<td>((\gamma_1 + \cdots + \gamma_6))</td>
</tr>
<tr>
<td>3</td>
<td>((\gamma_1 + \cdots + \gamma_6))</td>
<td>((\gamma_1 + \cdots + \gamma_6))</td>
<td>((\gamma_1 + \cdots + \gamma_6))</td>
</tr>
<tr>
<td>4</td>
<td>((\gamma_1 + \cdots + \gamma_6))</td>
<td>((\gamma_1 + \cdots + \gamma_6))</td>
<td>((\gamma_1 + \cdots + \gamma_6))</td>
</tr>
<tr>
<td>5</td>
<td>((\gamma_1 + \cdots + \gamma_6))</td>
<td>((\gamma_1 + \cdots + \gamma_6))</td>
<td>((\gamma_1 + \cdots + \gamma_6))</td>
</tr>
</tbody>
</table>

Fig. 9. Values of \( E_1 \) and \( E_{22} \) for self-adjoint kernels using \( l \) free parameters when they are chosen randomly (small dots), applying the generalized rule of thumb (medium dots) and using McLachlan’s rule of thumb (big dots). Only the results for the kernels of effective order 6 in \( G_1/G_2 \) with \( l = 3, 4, 5 \) (left) and the results for the kernels of effective order 8 in \( G_1 \) with \( l = 1, 2, 3 \) (right) are shown.
In fact, the value of $E_{21}$ (using a basis of $G_1$ in $G_1$) is smaller with BM_{10}. This example indicates some of the difficulties involved in the choice of the best objective functions for methods in $G_1$ and $G_2$. Among the different solutions in the lower left corner of the figure we have selected two of them: P_{10} (providing the minimum of $E_1$ and $E_{22}$) and P_{9} (with the smallest value of $E_{21}$). In practice, the kernel P_{9} shows the best performance.

In Figure 9 (right) we show the results obtained with the kernel of effective order 8 in $G_3$. Now $l = 1, 2, 3$ free parameters are considered. We also include the values given by the 17-stage method M_{17} and the 19-stage kernel P_{19} of Table 6.
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