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Abstract—The rise of deepfake technologies poses a significant
threat to biometric authentication systems, especially those based
on facial recognition. In our study, we investigate the reliabil-
ity of commercial facial recognition systems when exposed to
deepfake attacks and propose a modular authentication solution
(DeepAuthVerify) that integrates deepfake detection into the
verification process. We developed DeepAuthVerify as a two-
layered system combining deep learning-based face recognition
and feature extraction with the semantic interpretability of a
Large Language Model (LLM) for decision-making. Despite
achieving lower accuracy (66.89%) compared to commercial solu-
tions (OpenCV: 91.43%, Amazon Rekognition: 93.80%), DeepAu-
thVerify demonstrates the potential as a complementary layer for
deepfake detection, enhancing transparency and modularity. The
results indicate that commercial systems, when properly config-
ured, offer robust protection against deepfake attacks. However,
their black-box nature limits adaptability and auditability. Our
proposed system provides a novel, extensible architecture that
fosters explainability and integration into existing authentication
environments. In addition to the evaluation, we publicly release
the evaluation pipeline to allow reproducibility and comparability
of future research.

Keywords-Deepfake Detection; Facial Recognition; Authentica-
tion Systems; Large Language Models.

I. INTRODUCTION

The rise of deepfake technologies, synthetically generated
or manipulated images and videos created using deep learning
techniques, poses a growing threat to biometric authentication
systems [1], particularly those based on facial recognition.
While these systems are increasingly adopted in Multi-Factor
Authentication (MFA) due to their convenience and user ac-
ceptance [2], their vulnerability to sophisticated impersonation
attacks remains a critical security concern.

Recent advancements in generative models, such as Gen-
erative Adversarial Networks (GANs) [3] and Variational
Autoencoders (VAEs) [4], have enabled the realistic creation
of fake identities that can evade the detection by recognition
algorithms. Simultaneously, user-friendly deepfake tools like
Reface [5] and DeepFaceLab [6] have reduced the technical
barrier for attackers. As reported by the Entrust Cybersecurity
Institute, deepfake attacks in identity verification contexts are
increasing significantly, with one attempt occurring approxi-
mately every five minutes as of 2024 [7].

In our study, we propose DeepAuthVerify, a novel, modular
authentication framework that augments traditional recognition
with a deepfake detection layer using deep learning and
semantic analysis through a Large Language Model (LLM).

Moreover, we systematically evaluate the resilience of facial
recognition systems against deepfake attacks using a data
corpus created based on the Celeb-DF dataset [8].

Our key contributions are:
1) A hybrid system combining deep learning-based face

recognition, facial feature extraction, and LLM-based
decision logic.

2) An approach that enhances modularity, interpretability,
and integrability in authentication contexts.

3) A novel integration of structured semantic explanations
to support transparent deepfake classification and human
oversight.

4) Public release of implementation code and test setup to
foster reproducibility and future research [9].

The remainder of the paper is structured as follows. Sec-
tion II outlines the theoretical background of biometric au-
thentication, deepfake generation, and detection technologies,
with emphasis on LLM-based reasoning. Section III reviews
related work on deepfake detection methods, highlighting
their limitations in transparency and integration. Section IV
introduces the design of the DeepAuthVerify framework, de-
tailing its requirements, modular architecture, and two-phase
verification process. Section V presents the evaluation method-
ology, datasets, and empirical results compared to commer-
cial systems. Section VI explores system integration options,
including standalone, parallel, and pre-filtering deployment
modes. Section VII concludes with key findings, limitations,
and directions for future research on explainable and adaptive
authentication systems.

II. THEORETICAL BACKGROUND

This section outlines the (i) biometric authentication and the
technologies that enable facial recognition, and (ii) machine
learning foundations underlying deepfake generation and de-
tection, including recent advances in LLMs.

A. Biometric Authentication and Facial Recognition

MFA enhances system security by combining independent
factors: knowledge (e.g., passwords), possession (e.g., smart-
phones, tokens), and biometrics (e.g., fingerprints or facial fea-
tures) [2]. Among these, facial recognition has emerged as one
of the most widely adopted due to its usability and low user
friction [10]. However, it introduces new attack vectors, such
as presentation attacks and digital identity forgery, especially
in remote settings.
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Facial recognition systems typically follow a pipeline with
face detection, feature extraction, and identity verification [11].
Early approaches include feature-based and template-matching
methods [12], as well as holistic techniques like the Eigenfaces
algorithm [13]. Recent advances use three-dimensional face
modeling like in Apple’s Face ID [14] and Google’s Face
Mesh [15]. Despite high accuracy, commercial Application
Programming Interfaces (APIs), such as Amazon Rekognition
and OpenCV, are typically closed-source and provide limited
interpretability, making them hard to audit in sensitive appli-
cations.

B. Generative AI, Deepfake Detection, and LLM Reasoning

Modern face recognition and manipulation systems rely on
deep learning. Convolutional Neural Networks (CNNs) are
particularly effective at extracting facial features and achieving
high classification performance under varying conditions [16].
Models like FaceNet [17] have demonstrated their strength in
person identification and clustering tasks.

In parallel, generative models, such as GANs and VAEs,
have enabled the creation of highly realistic synthetic face im-
ages, known as deepfakes. Techniques include face swapping,
reenactment, and full-face synthesis [18], often implemented
in publicly available tools, such as DeepFaceLab or StyleGAN
[19]. The accessibility of such tools raises security concerns, as
even low-skilled attackers can generate high-quality forgeries.

Detection models have been proposed, mostly using CNN-
based binary classifiers trained on labeled datasets, such as
Celeb-DF, to counteract these threats. While effective, these
systems often operate as non-transparent detectors with limited
reasoning capacity.

LLMs, such as GPT [20] and BERT [21], have shown
promising results in bridging this gap by offering contextual
understanding and semantic interpretation. Built on trans-
former architectures [22], LLMs can synthesize structured
input into human-readable justifications. Their applications in
anomaly detection, adversarial reasoning, and decision support
have triggered increasing interest in the cybersecurity do-
main [23], where transparency and interpretability are relevant.

C. Implications for Authentication Systems

The convergence of these technologies enables both ad-
vanced biometric verification and new attack vectors. While
commercial systems achieve high accuracy under ideal condi-
tions, their susceptibility to deepfake manipulation and lack of
interpretability raise critical concerns [24]. Integrating deep-
fake detection components into authentication pipelines, par-
ticularly those combining deep learning with LLM reasoning,
offers a possibility for enhanced robustness and transparency.

III. RELATED WORK

The detection of deepfakes has become an active research
area due to their increasing misuse in identity fraud, misinfor-
mation, and biometric spoofing. Numerous approaches have
emerged that influence advances in computer vision, signal

analysis, and adversarial learning to distinguish manipulated
content from authentic input.

Deepfake detectors often use CNNs to capture subtle spatial
or temporal inconsistencies in face-swapped or synthesized
videos. MesoNet [25], XceptionNet [26], and Capsule Net-
works [27] are among the architectures that have shown
promising results on benchmark datasets, such as FaceForen-
sics++ [26], ForgeryNet [28], and Celeb-DF [8]. These models
often achieve better performance when trained on large-scale
datasets that include both authentic and manipulated samples.

The vulnerability of facial recognition systems to presenta-
tion attacks and deepfakes has been widely studied [29], [30].
Even state-of-the-art face recognition APIs can be deceived by
high-quality synthetic content [24]. As a countermeasure, en-
semble classifiers [31] and temporal analysis models [32] have
been proposed to improve robustness in real-time verification
systems. Nevertheless, these methods often suffer from lack
of transparency and limited interoperability with commercial
authentication workflows.

Recent work has explored combining deep learning-based
feature extraction with interpretable or modular architectures.
For example, [33] discuss the integration of transformer-based
language models in security incident response systems, high-
lighting the role of contextual reasoning. These approaches
point toward a new generation of hybrid systems that prioritize
transparency and human-aligned decision-making; yet their
application in biometric authentication remains limited.

While prior research has explored detection accuracy and
network architectures, our work contributes a novel perspective
by integrating a deepfake detection module with a semantic
reasoning layer into a facial authentication pipeline. Unlike
black-box detectors, our system emphasizes modularity, trans-
parency, and interpretability. We aim to bridge the gap between
detection research and deployable security systems.

IV. SYSTEM DESIGN

In this paper, we propose DeepAuthVerify, a modular, two-
layered authentication system that integrates deepfake de-
tection and explainable decision-making into the verification
process to address the increasing threat posed by deepfakes
in facial recognition-based authentication. This section details
the functional and non-functional requirements of the system,
followed by an architectural overview of its layered design
and operational flow.

A. Design Requirements

The design of DeepAuthVerify is driven by several core
requirements, which reflect both practical integration and
current research challenges in biometric security:

• (R1) Compatibility: The system must be compatible
with existing biometric MFA infrastructures, particularly
those using commercial face recognition APIs (e.g., Ama-
zon Rekognition, OpenCV).

• (R2) Robustness against Deepfakes: The system must
reliably detect synthetic facial images generated through
deep learning methods (GANs, VAEs, etc.).
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Figure 1. High-level Architecture of DeepAuthVerify

• (R3) Explainability: Decisions should be transparent and
accompanied by interpretable reasoning to improve au-
ditability and trust, especially in ambiguous or borderline
cases. This is especially important in regulatory-sensitive
environments to improve auditability and trust.

• (R4) Modularity and Extensibility: System components
(e.g., detection modules, APIs, reasoning layer) must
be loosely coupled to support individual updates and
enhancements.

B. Design Rationale & Advantages

The modular architecture of DeepAuthVerify ensures the
separation of concerns and simplifies both testing and future
extension. For instance, the deepfake detection layer can be up-
dated with new deep learning models without affecting the face
verification logic. Similarly, the LLM layer can be replaced
by task-specific models or rule-based systems, depending on
deployment requirements and privacy constraints.

A key innovation lies in the semantic reasoning layer. Rather
than producing a binary decision alone, the system generates
an explanatory narrative that enables human reviewers to
understand the rationale behind the verdict. This supports
informed escalation in edge cases and fulfills demands for AI
transparency in critical identity verification workflows.

Additionally, the architecture supports deployment flexibil-
ity. Components can be containerized and orchestrated via
microservices, making the system suitable for both cloud-
based and on-premise environments.

C. Architectural Overview

DeepAuthVerify follows a modular and multi-phase architec-
ture that integrates deep learning-based face recognition and
facial feature extraction with an LLM to verify the authenticity
of facial input data. This section outlines the design and
implementation of each architectural phase in detail.

Figure 1 illustrates the system’s high-level architecture. The
input to the system are two facial images, which are processed
through each stage sequentially. Each module is independently
operable and can be adapted or replaced based on specific
authentication requirements. This means the system exposes
methods that manage facial image input, feature extraction,
and classification. The modular structure allows for reusability
and supports the replacement of individual modules, such as
the landmark extraction pipeline or the classification algo-
rithm.

The verification process follows two phases: The classifica-
tion by a deep learning model with facial embedding extraction
and the semantic validation.

1) Phase 1—Classification and Embedding Extraction:
In the first phase, facial landmarks are extracted using the
Face Mesh technology from the MediaPipe framework [15].
This technique identifies three-dimensional facial landmarks,
which are then normalized to ensure scale and pose invariance.
These normalized landmarks serve as the basis for constructing
embedding vectors used in similarity comparisons.

The system integrates three pretrained deep learning models
for facial feature extraction to enhance representational power
and robustness:

• FaceNet 512 [17]: generates compact embeddings using
triplet loss

• VGG-Face [34]: CNN model trained on a large-scale face
dataset

• GhostFaceNets [35]: lightweight model optimized for
fast and efficient inference. Each model produces feature
vectors that are compared to reference embeddings using
cosine similarity.

Each model produces feature vectors that are compared to
reference embeddings using cosine similarity. Additionally,
key facial landmarks are extracted using the Face Mesh library
and included in the result. The final output is returned as a
structured JSON object containing the model name, verifica-
tion result, threshold, cosine distance, detector backend, and
the extracted facial landmarks. The system architecture allows
for flexible integration, enabling these models to be exchanged
or extended at any time without major adjustments.

2) Phase 2—Semantic Validation via LLM: The extracted
facial features and metadata are analyzed using an LLM.
We implemented the LLM integration using OpenAI’s GPT
API with custom prompting logic. The prompt is designed
to guide the LLM in semantically interpreting the context,
such as inconsistencies in facial symmetry, unnatural artifacts,
or landmark misalignments. The transmitted JSON serves as
support. The LLM acts as a semantic validator, assessing
the likelihood that a given image is synthetically generated.
Additionally, the output includes a detailed explanation of the
classification result. For example, in the case of an input image
classified as manipulated, the explanatory output may look as
follows:

“Discrepancies detected in left jawline contour and
reflection inconsistency in the left eye region. Land-
marks appear overly symmetric compared to the
reference face, suggesting GAN-based synthesis.”

This explanation enables reviewers to understand the rationale
behind a rejection, rather than relying solely on a similarity
score or binary decision. Such interpretability is crucial in edge
cases or escalated verification workflows.

3) Integration Challenges: While each building block of
DeepAuthVerify, such as face embeddings, landmark extrac-
tion, and the LLM-based semantic validator, has been studied
in isolation, their combination introduces non-trivial chal-
lenges. These include synchronizing heterogeneous outputs
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across modules, preventing error propagation between the
embedding similarity layer and the LLM interpretation, man-
aging additional latency overhead, and maintaining consistent
thresholds across components. We emphasize these integration
issues as part of the motivation for adopting a modular design
that allows individual components to be improved or replaced
without destabilizing the overall framework.

V. SYSTEM EVALUATION

This section presents the evaluation of DeepAuthVerify and
the comparison with commercial systems.

A. Evaluation Setup

We conducted a structured evaluation to assess the effective-
ness and robustness of DeepAuthVerify. In total, we used a set
of 1,178 image pairs based on the Celeb-DF data set [8]. As
the Celeb-DF data set contains videos only, for our tests, we
generated image pairs from the video data. The image pairs
are distributed across the following test variants:

• Test set 0—Control group (342 image pairs): two un-
altered images of the same person, variations in facial
expression, lighting, or angle.

• Test set 1—Deepfake with preserved context (218 image
pairs): One of the two images has been manipulated
using deepfake techniques to replace the face, while
background, pose, and clothing remain unchanged. Only
the face is synthetic; the rest of the image context is
identical.

• Test set 2—Deepfake with altered context (618 image
pairs): The manipulated image includes both a deepfaked
face and altered context (e.g., background, pose, facial
expression). Both the face and the surrounding scene are
synthetically modified.

The test cases consist of image comparisons distributed across
four different gender categories. The dataset is composed
of male (54.92%) and female (41.94%) subjects, with non-
binary (1.87%) and unknown (1.27%) gender entries. A test
is successful if, in test set 0, the system correctly identifies
the images as matching, and in test sets 1 and 2, it correctly
identifies the images as non-matching.

B. Evaluation Results

We tested our final system using the three test variants
presented in Section V-A. The aim was to assess the accuracy
and robustness of the optimized system under identical condi-
tions. To determine the most suitable threshold for the selected
test dataset, we performed a Receiver Operating Characteristic
(ROC) analysis, allowing us to identify the optimal decision
threshold that balances sensitivity and specificity.

After optimization, we were able to achieve an accuracy of
66.89%, showing a general classification performance despite
the complexity of the task. The F1-score of 47.68%, shows
a balance between detection sensitivity and false positive
control. Our system achieved a precision of 44.09%, indicating
that nearly half of the images identified as manipulated were
correctly classified. Moreover, the system yielded a recall of

Figure 2. Gender-Specific Performance of DeepAuthVerify

52.34%, which reflects its ability to detect more than half of
all correct images correctly.

In addition to the overall evaluation, we analyzed the perfor-
mance of the optimized system with respect to gender-specific
differences (cf. Figure 2). The test dataset was approximately
balanced across male and female subjects to ensure a fair
comparison. The results revealed a discrepancy in detection
performance between the two groups.

For male subjects, the system achieved consistently higher
scores across all metrics, including precision (50.22%), recall
(60.96%), accuracy (71.25%), and F1-score (55.07%). In con-
trast, the performance for female subjects was substantially
lower, particularly in recall (41.67%) and F1-score (38.59%),
indicating that the system was less effective at detecting
manipulated images in this group. The lower precision and
accuracy for female subjects suggest a higher rate of false
positives and an increased overall classification error. These
findings point to a gender-related performance disparity in the
optimized model.

This performance gap may be attributed to differences in
facial structure, image variability, or bias introduced during
the model’s training phase. It emphasizes the importance
of addressing demographic fairness in biometric verification
systems.

C. Comparison with Commercial Systems

To assess the effectiveness of DeepAuthVerify, we conducted
a comparative evaluation against two established commer-
cial facial recognition solutions: Amazon Rekognition and
OpenCV. All three systems were tested using the same bal-
anced dataset, which included both authentic and manipulated
facial images. This ensured a consistent evaluation environ-
ment across all systems. We focused on four key performance
metrics: precision, recall, accuracy, and F1-score, providing
the system’s strengths and limitations in detecting manipulated
identities.

DeepAuthVerify shows lower performance across all core
classification metrics compared to the commercial systems
Amazon Rekognition and OpenCV. DeepAuthVerify achieves
a precision of 44.09%, whereas Amazon Rekognition reaches
85.87% and OpenCV 80.82%, indicating that DeepAuthVerify
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generates significantly more false positives when identifying
manipulated images. The difference in recall is even more
pronounced: DeepAuthVerify identifies only 52.34% of all
manipulated samples correctly, while Amazon Rekognition
and OpenCV reach 94.15% and 92.40%, respectively. This
gap reveals a limited sensitivity of DeepAuthVerify to ac-
tual deepfakes. In terms of overall accuracy, DeepAuthVerify
achieves 66.89%, which is lower than Amazon Rekognition
(93.80%) and OpenCV (91.43%). This also reflects the com-
bined weaknesses in both precision and recall. The F1-score,
which balances precision and recall, further illustrates the
disparity: 47.68% for DeepAuthVerify versus 89.82% for Ama-
zon Rekognition and 86.22% for OpenCV. This confirms that
DeepAuthVerify currently lacks robustness and reliability under
real-world conditions, though it demonstrates the conceptual
feasibility of a hybrid LLM-integrated verification pipeline.

Although DeepAuthVerify underperforms in accuracy due
to limited data and complexity, it adds interpretable seman-
tics and decision reasoning that are absent in commercial
APIs. Moreover, the evaluation highlights that hybrid systems
combining visual detection with semantic interpretation can
support human decision-making in ambiguous or adversarial
input scenarios.

D. Discussion

The evaluation results reveal a trade-off between raw de-
tection accuracy and system transparency. While Amazon
Rekognition and OpenCV achieve higher recognition rates,
they operate as black-box models with no interpretability or
context-aware feedback. While our evaluation demonstrates
that commercial services provide higher accuracy in controlled
settings, these are limited in terms of transparency and in-
terpretability. Our approach trades a portion of accuracy for
improved explainability and modular design. This trade-off is
particularly relevant in high-risk identity verification contexts,
such as remote onboarding or digital voting, where system
outputs must be auditable and justifiable. This raises concerns
in domains where traceability, user trust, and regulatory com-
pliance (e.g., General Data Protection Regulation, AI Act) are
essential.

DeepAuthVerify prioritizes explainability through a layered
architecture that incorporates a semantic reasoning component.
Nevertheless, qualitative analysis indicates that the added in-
terpretability can enhance human-in-the-loop decision making,
especially in edge cases. Another strength of DeepAuthVerify
lies in its modularity. Each layer (face verification, detection,
reasoning) can be independently updated or replaced without
altering the core logic. This design enables quick adaptation
to emerging deepfake techniques or new recognition APIs and
supports potential integration with other biometric modalities,
such as voice or gait.

VI. SYSTEM INTEGRATION OPTIONS

DeepAuthVerify is designed for seamless integration into
existing authentication systems. In our evaluation, we assessed

the system as a stand-alone module, fully replacing the tradi-
tional facial recognition pipeline. This allowed for an isolated
analysis of its detection capabilities and semantic reasoning
logic.

However, one of the core strengths of DeepAuthVerify lies in
its modular architecture, which supports flexible deployment
strategies beyond full replacement. Therefore, we propose
the following integration variants, which are illustrated in
Figure 3. In particular, integration variants 2 and 3 offer
promising options for real-world use cases:

• Variant 1: Full Replacement—DeepAuthVerify replaces
the system layer entirely as in our evaluation.

• Variant 2: Parallel Evaluation (Veto Layer)—The sys-
tem operates alongside commercial recognition APIs. Its
classification output or explanation can override or verify
existing decisions, enabling more transparent decision
pipelines.

• Variant 3: Pre-filtering Stage—DeepAuthVerify works
as a deepfake screening layer prior to conventional recog-
nition, filtering out manipulated inputs before further
processing.

These hybrid integration modes highlight a major advantage
of our approach: commercial systems can be extended with a
semantic explanation component without altering their internal
architecture. This enables organizations to enhance the au-
ditability and trustworthiness of their authentication workflows
by adding explainable, AI-assisted reasoning without reducing
the performance benefits of mature commercial solutions.

VII. CONCLUSION & FUTURE WORK

In our paper, we presented DeepAuthVerify, a novel, mod-
ular authentication system that augments commercial face
recognition with deepfake detection and semantic reasoning.
It was systematically evaluated on a subset of the Celeb-
DF dataset that commercial APIs remain effective under
clean conditions. Under default threshold settings, they detect
deepfakes reasonably well. However, such optimizations are
often tailored to the specific test dataset and may not generalize
well to unseen data.

Our approach addresses this gap by using deep learning
models for robust facial feature extraction, combined with an
LLM to enable transparent and interpretable decision-making.
This architecture provides a solid foundation for future au-
thentication systems that are explainable, secure, and adaptive,
even in adversarial settings, while the system’s performance
can be enhanced. DeepAuthVerify introduces an explainability-
first design. The inclusion of LLM-driven semantic feedback
empowers system operators to trace, understand, and document
decisions in high-stakes environments, offering an advantage
over commercial black-box solutions. As regulatory frame-
works (e.g., European Union AI Act) increasingly require
transparent AI reasoning, our system is positioned as a com-
pliant and auditable alternative.

Valuable insights aside, our study has its limitations. The
evaluation was conducted under controlled conditions using a
predefined test dataset, which may limit the extent to which
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(a) Variant 1: Full Replacement

(b) Variant 2: Parallel Evaluation (Veto Layer)

(c) Variant 3: Pre-filtering Stage

Figure 3. System Integration Options of DeepAuthVerify

findings can be generalized to real-world scenarios. The deep
learning models in the first phase and the configuration of
the large language model were based on standard parame-
ters, providing a solid baseline but leaving room for further
optimization. The similarity score generated by the LLM is
based on internal mechanisms that are not fully transparent,
which may pose challenges for interpretability in specific
cases. Additionally, aspects, such as potential bias effects, e.g.,
related to gender, were explored and would benefit from a
more comprehensive analysis in future research.

Future research includes advancements in prompt engineer-
ing for the LLM, the adoption of newer, higher-performing
GPT architectures, and the calibration of model-specific
threshold values. Moreover, the fine-tuning or selection of
more effective deep learning models for the initial processing
phase could yield further improvements. In the long term, ex-
tending the system architecture to support video-based analysis
represents a promising direction. The integration of traditional
image processing methods with explainable AI techniques may
also contribute to the development of transparent and reliable
security solutions for practical deployment scenarios.

Continuous advancement of deepfake detection remains
necessary, as generative models are constantly evolving. With-
out regular updates to the detectors, their effectiveness against

new types of manipulation may decline, potentially impairing
the reliability of facial recognition [36]. Additionally, the sys-
tem’s design as an API-compatible component facilitates its in-
tegration into existing authentication workflows. Deployment
on cloud platforms, such as Amazon Web Services, would
enable modular connectivity with diverse systems, thereby
enhancing scalability and adaptability.
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