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a b s t r a c t

We propose a novel adaptive reservation scheme that handles, in an integrated way, het-
erogeneous traffic of two types: streaming and elastic. The scheme adjusts the rates of
streaming sessions to meet the QoS objective, adapting to any mix of traffic and enforcing
a differentiated treatment among services, in both fixed and variable capacity systems. The
resource utilization achieved by streaming traffic is close to the one obtained by an optimal
policy, while the efficiency in the use of resources achieved by elastic traffic is greatly
improved by limiting the abandonment probability. The performance evaluation carried
out verifies that the QoS objective is met with an excellent precision and that the scheme
converges rapidly to new operating conditions. We also compare the new adaptive scheme
with two previous ones verifying that ours performs better in terms of carried traffic and
convergence rate. The proposed scheme has low complexity which makes it practical for
real cellular networks.

� 2008 Elsevier B.V. All rights reserved.

1. Introduction

One of the fundamental problems in mobile communi-
cations is that the radio resources are scarce and need to be
managed efficiently in order to provide an acceptable level
of quality of service (QoS) to the subscribers. The mobility
of terminals makes it very difficult to insure that the re-
sources available at session setup will also be available
along the session lifetime, as the terminal moves from
one cell to another, unless proper mechanisms are in place.
Efficient session admission control (AC) strategies optimize
the amount of resources that need to be reserved in each
cell for handovers coming from neighboring cells, which
allows to increase the carried traffic while meeting the
QoS objective. The design of AC policies must take into
consideration not only packet related parameters like max-

imum delay, jitter or losses, but also session related
parameters like setup request blocking and forced termi-
nation probabilities. Blocking probability is a major QoS
parameter in fixed networks [1] but in mobile networks
is crucial, as the forced termination probability of admitted
sessions is related to the blocking probability of handover
requests [2,3]. Additionally, it is now accepted that, com-
pared to scheduling, AC might be a more appropriate traffic
management mechanism to provide service differentia-
tion, particularly in wireless links [4].

Applications expected to produce the bulk of traffic in
the future multiservice Internet can be broadly categorized
as streaming or elastic [5]. Streaming traffic requires a
minimum transfer rate in order to work properly as well
as some time related requirements such as bounded delay
and jitter. Elastic traffic has loose time requirements and
can adapt to the available resources. In the light of the
above arguments it seems natural to give priority to
streaming traffic and leave elastic traffic use the remaining
capacity (a small amount of resources might be reserved
for the elastic traffic to prevent starvation in case of
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overload of the streaming traffic). Elastic flows are gener-
ally transported over TCP which takes care of rate adapta-
tion and bandwidth sharing among the different flows. If
the total traffic demand of elastic flows exceeds the avail-
able capacity some flows might be aborted due to impa-
tience. Flow impatience due to a very low throughput
can arise from human impatience or because TCP or higher
layer protocols interpret that the connection is broken.
Abandonments are useful to cope with overload and serve
to stabilize the system but, on the other hand, this phe-
nomenon will have a negative impact on the efficiency be-
cause capacity is wasted by non-completed flows [5]. This
drop of efficiency led the authors of [5] to claim that AC
should also be enforced for elastic traffic.

In this paper we propose a novel adaptive AC scheme
for mobile wireless cellular networks, that handles in an
integrated way both streaming and elastic traffic and tries
to maximize the carried traffic while meeting certain QoS
objectives. The QoS objective for streaming traffic is ex-
pressed as upper bounds for the blocking probabilities of
new and handover requests, while for elastic traffic is de-
fined as a bound for the abandonment probability. The
new scheme is adaptive in the sense that if the offered load
or the number of resource units changes, or both simulta-
neously, the AC system will react trying to meet the QoS
objective for as many services as possible. Therefore the
proposed scheme might be deployed in both fixed capacity
systems (e.g. FDMA/TDMA) and systems limited by inter-
ference where capacity is variable (e.g. CDMA).

Our work is motivated in part by the fact that previous
adaptive proposals like [6–10] deploy long measurement
windows to estimate system parameters, which make the
convergence time too long to cope with real operating con-
ditions, or do not provide explicit indication of how the
time window must be configured [11–13]. Another moti-
vation is the fact that most of the studies devoted to adap-
tive schemes only consider the stationary regime and no
evidence is provided about their behavior in the transient
regime. Therefore, we consider that a fundamental charac-
teristic of an adaptive scheme like its convergence rate to
new operating conditions has not been sufficiently
explored.

Our scheme does not rely on measurement intervals to
estimate the value of system parameters. It generalizes the
novel adaptive AC strategy introduced in [14], which oper-
ates in coordination with the well-known trunk reserva-
tion policy named multiple guard channel (MGC). It has
been shown that deploying trunk reservation policies in-
stead of the complete-sharing (CS) policy in mobile net-
works allows the operator to achieve higher system
capacity, i.e. to carry more traffic while meeting certain
QoS objectives [15].

Many multimedia applications are adaptive in the sense
that a satisfactory playback experience may be obtained
over a wide range of compression levels. When the number
of streaming sessions that share a common link increases,
if the system is left uncontrolled, the perceived quality is
reduced significantly. However, proper admission control
coupled with an adequate rate-adaptation policy has the
potential of guaranteeing acceptable quality of reception
while limiting the blocking probability and achieving a

higher system utilization. Our AC scheme also integrates
a rate-adaptation (RA) policy that adjusts the rate of ses-
sions in order to meet the blocking probability objectives,
while taking into account the QoS perceived by users. We
assume that the perceptual QoS (PQoS) is mostly affected
by the frequency of rate changes rather than by the abso-
lute value of the rate [16–18]. In this sense, our RA policy
has been designed to request adaptations to a given ses-
sion, at most, each time the session is handed over to a
new cell.

There exists a considerable proportion of related litera-
ture where the bandwidth sharing problem is studied by
deploying a full sharing approach. In these studies, the rate
of ongoing sessions is adapted downwards when a new or
handover session cannot be accepted with the minimum
rate or upwards after the departure of a session. For multi-
service scenarios, the authors of [19] deploy the CS policy
as the AC policy, while in [20] a singular version of the
multiple fractional guard channel (MFGC) policy is de-
ployed. In both papers the full sharing approach is used
for the RA policy, but a slightly more sophisticated version
is proposed in [20] where the rate assigned to sessions dur-
ing overload is proportional to the difference between the
maximum and minimum allowed rates of each service. As
full sharing approaches suffer from high rate-adaptation
frequency and require a considerable signaling load their
practical applicability seems to be limited.

A measurement-based AC for single service scenarios is
proposed in [17] to limit the degradation ratio (fraction of
users with degraded service) and the degradation degree.
An analytical methodology to determine the degradation
ratio (the fraction of time a user receives degraded QoS)
and the upgrade/degrade frequency for single service sce-
narios is proposed in [2]. In [21] a predictive RA scheme
is proposed to limit the degradation ratio in a single service
scenario, where the AC takes into account the state of
neighboring cells. Unfortunately, no extensions of these
schemes to multiservice scenarios have been proposed.

An alternative approach to determine the RA policy is
by optimizing a revenue function, that typically is a func-
tion (linear or convex) of the assigned rate. Revenue func-
tions can also be interpreted in terms of utility functions
[18]. In [22] two optimization problems are formulated
to maximize independently either revenue and PQoS or
revenue and fairness. They deploy an AC policy of the
upper limit type [15], which is coordinate-convex and pro-
duces a product-form solution, but is not integrated with
the RA policy. Finally, it is suggested in [23] that a more
realistic analysis of the PQoS should take into account what
happened in all cells visited by a session during its lifetime,
as opposed to considering only a single cell analysis. Under
some assumptions, its authors obtain a product-form solu-
tion for the stationary distribution of a set of cells and dis-
cuss how PQoS parameters can be obtained. Unfortunately,
as pointed out in the paper, the assumptions do not hold in
common mobile networks.

Adaptive AC mechanisms have also been studied, for
example in [8–10,3,24,25], both in single service and mul-
tiservice scenarios, but in a context that is somewhat dif-
ferent to the one of this paper. There, the adjustment of
the AC policy configuration is based on estimates of the
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mobility pattern and of handover arrival rates derived from
the current number of ongoing sessions in neighboring
cells. It is expected that the performance of our scheme
will improve when provided with such predictive informa-
tion but this is left for future study. The work in [25] is par-
ticularly relevant in the context of this paper. Its authors
propose an AC scheme that supports multiple streaming
services. The scheme adapts the transmission rate of ongo-
ing sessions according to the state of neighboring cells,
being able to limit the forced termination probabilities
and to minimize the adaptation rate. The RA policy is
determined following an optimization approach. Neverthe-
less, there are many differences among the scheme pro-
posed there and here, for example: its performance in the
transient regime is not evaluated, the adaptation frequency
is minimized but it is not bounded, only exponential
distributions for the session duration and residence time
are considered, and no support is provided for elastic
traffic.

The main characteristics of our scheme can be summa-
rized as follows:

1. It is self-adaptive and does not require any configura-
tion parameters beyond the blocking probability
objectives, being able to operate in both fixed capac-
ity systems (e.g. FDMA/TDMA) and in systems lim-
ited by interference where capacity is variable (e.g.
CDMA).

2. It can operate with any arrival process and any distribu-
tion of the session duration and residence time.

3. It handles in an integrated way both streaming and
elastic traffic. For the streaming traffic, it handles multi-
ple services.

4. For the streaming traffic, it also integrates a rate-adap-
tation policy that adjusts the bandwidth of sessions in
order to meet the blocking probability objectives, while
taking into account the QoS perceived by users (PQoS).

5. For streaming services, it allows the operator to freely
configure different QoS objectives in terms of bounds
for the blocking probabilities of new and handover
requests. Besides, the operator can also freely configure
a prioritization order that guarantees that during over-
load episodes higher priority services will be able to
meet their QoS objective, possibly at the expense of
lower priority ones.

6. For streaming traffic, the resource utilization is close to
the one obtained by an optimum MFGC policy, which in
turn has a performance very close to the one of the opti-
mal policy [15]. By an optimum MFGC policy we refer to
a static policy that is designed for each arrival rate and
knowing all system parameters (e.g. session duration
rates, cell residence rates, etc.). In practice, real-time
estimation of system parameters is a challenging task.
Besides, the precision with which system parameters
are determined have a mayor impact on the perfor-
mance of the MFGC policy [15]. Our scheme does not
require any configuration parameter nor does it require
knowing any system parameter.

7. For streaming traffic, it has a remarkable fast and oscil-
lation-free transient response when compared to previ-
ous proposals. The paper discusses a novel performance

perspective of AC schemes as it is the study of the tran-
sient regime, which was not addressed by previous
studies.

8. For elastic traffic, it integrates a flow admission control
scheme not considered in previous proposals that only
dealt with streaming traffic. This scheme is able to limit
the abandonment probability and in turn improve sys-
tem efficiency by avoiding the waste of resources asso-
ciated to non-completed flows.

Given that the operation of the AC scheme when han-
dling streaming traffic is independent of the elastic traffic
because the former has higher priority than the latter, we
describe first the operation of the AC scheme and evaluate
its performance only with streaming traffic. The adaptive
scheme with streaming traffic is first introduced in a sce-
nario with the RA policy disabled. This allows to under-
stand more clearly its operation. Section 2 describes the
fundamentals of the adaptive scheme, introducing the
adjustment strategy and how multiple streaming services
are handled. In Section 3 we present the performance eval-
uation of the proposed adaptive scheme when handling
streaming traffic in different scenarios, both under station-
ary and non-stationary traffic conditions. In Section 4 we
introduce the RA policy and evaluate its performance. Sec-
tion 5 describes the operation of the scheme when han-
dling elastic traffic and evaluates its performance. Finally,
Section 6 concludes the paper.

2. Operation of the adaptive AC scheme

Throughout the paper we use the term service to refer
to the same concept referred to as QoS class in UMTS or as
service class in IEEE 802.16 (WiMAX), i.e. a radio bearer
service defined between a base station and a mobile ter-
minal [26,27]. For simplicity, we refer to all delay-sensi-
tive services as streaming services and to all non delay-
sensitive services as elastic. Additionally, in mobile net-
works it is common practice to define arrival classes. This
allows the system to treat differently new and handover
requests of the same service class. This is important be-
cause blocking objectives are different for different arrival
classes [28,3].

We consider that in each cell a set of R different stream-
ing services contend for C resource units, where the mean-
ing of a unit of resource depends on the specific
implementation of the radio interface. For each streaming
service, new and handover arrival requests are distin-
guished, which defines 2R arrival classes. For convenience,
we denote by si the ith arrival class, 1 6 i 6 2R. Addition-
ally, we denote by sn

r (sh
r ) the arrival class associated to

new (handover) requests of the streaming service r, being
sn

r ¼ sr and sh
r ¼ srþR, 1 6 r 6 R. Please refer to Table A.1

for a description of the symbols deployed in the paper.
For brevity, when we refer to a service or to a class we
mean a streaming service or a streaming arrival class
respectively. Elastic traffic is discussed in Section 5.

Service r requests require dr resource units per session.
As each service has two associated arrival classes, if we de-
note by ci the amount of resource units that an arrival class
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requires for each session, then dr ¼ cr ¼ crþR, 1 6 r 6 R. For
variable bit rate sources, dr resource units denotes the
effective bandwidth of the session. Note that performance
objectives at the packet level, like delay and loss rate, can
be accounted for by dimensioning appropriately the effec-
tive bandwidth [29,30].

We denote by Pi, 1 6 i 6 2R, the blocking probability
perceived by si requests and by Pn

r ¼ Pr (Ph
r ¼ PRþr) the

blocking probability perceived by new (handover) requests
of service r. The QoS objective is expressed as upper
bounds for the blocking probabilities of each arrival class.
Thus, we denote by Bn

r (Bh
r ) the bound for new (handover)

blocking probabilities. Note that the scheme can handle
service classes with different rate requirements but the
same blocking objective or vice versa, simply by defining
additional classes. Furthermore, the basis of the adaptive
scheme holds even when the rate of sessions belonging
to a given streaming class is not fixed, i.e. it varies across
sessions of the same class. This is demonstrated in Section
4, that is dedicated to the rate-adaptation policy.

Let the ongoing sessions vector be n :¼ ðn1; . . . ; nRÞ,
where nr is the number of sessions of service r in progress
initiated as new or handover requests in the cell. We de-
note by cðnÞ ¼

PR
r¼1nrdr the number of busy resource units

in state n. The definition of the MGC policy is as follows.
One threshold parameter is associated with each class si,
li 2 N. An arrival of si in state n is accepted if cðnÞ þ ci 6 li

and blocked otherwise. Therefore, li is the amount of re-
sources that si has access to and increasing (decreasing)
it reduces (augments) Pi. Number based SAC, which is a
common technique in systems which capacity is limited
by blocking, has also been considered a good approach
for those systems whose capacity is limited by interfer-
ence, see for example [31] and references therein.

Most of the adaptive schemes proposed for single ser-
vice scenarios deploy a reservation strategy based on guard
channels, increasing its number when the QoS objective of
the handover arrival class is not met. The extension of this
heuristic to a scenario with multiple services is much more
difficult to manage because the adjustment of the thresh-
old parameter li has an impact not only on the QoS per-
ceived by class si but also on the QoS perceived by the
rest of classes. Our scheme has been designed to handle
this difficulty. As a first step to handle this difficulty, we
classify the different arrival classes into two generic cate-
gories: (i) several protected classes, for which specific QoS
objectives must be met and (ii) one Best-Effort Class
(BEC), with no specific QoS objective. Additionally, the
operator can define priorities for the protected classes at
its convenience in order to give greater protection to the
most important classes. Note that BEC arrival requests per-
ceive an unpredictable blocking probability but those ses-
sions accepted are allocated a constant amount of
resources during their lifetime.

For simplicity, we assume that indices associated to the
arrival classes define their priority relationship and there-
fore fs1; . . . ; s2Rg defines the prioritization order chosen by
the operator. Note that our scheme allows to define as pri-
oritization order any permutation of the arrival classes.
Then s1 is called the Highest-Priority Class (HPC) and s2R

the Lowest-Priority Class (LPC). If there is a BEC, this class

will be the LPC. We study two implementations, one in
which the LPC is treated as a protected class and one in
which the LPC is the BEC.

For the sake of clarity, the operation of our scheme is
described assuming that arrival processes are stationary
and the system is in steady state. In practice, we can as-
sume without loss of generality that the QoS objective for
si can be expressed as Bi ¼ bi=oi, where bi; oi 2 N. When
Pi ¼ Bi, it is expected that si will experience, in average, bi

rejected requests and oi � bi accepted requests, out of oi of-
fered requests. For example, if the QoS objective for si is
Bi ¼ 1=100, then bi ¼ 1 and oi ¼ 100. It seems intuitive to
think that the adaptive scheme should not change the
threshold parameters of those arrival classes meeting their
QoS objective and, on the contrary, adjust them on the re-
quired direction if the perceived QoS is different from the
objective.

Therefore, given that the MGC policy deploys integer
values for its threshold parameters, we propose to perform
a probabilistic adjustment each time a request is processed
in the following way: (i) if accepted, do fli  ðli � DlÞgwith
probability 1=ðoi � biÞ; (ii) if rejected, do fli  ðli þ DlÞg
with probability 1=bi, where Dl 2 N is the adjustment step
for the threshold parameters. Under stationary traffic, if
Pi ¼ Bi then, on average, li is increased by Dl and decreased
by Dl every oi offered requests, i.e. its mean value is kept
constant. When the traffic is non-stationary the adaptive
scheme will continuously adjust the thresholds in order
to meet the QoS objective if possible, adapting to any
mix of traffic. Note also that in the operation of this simple
scheme no assumptions have been made concerning the
arrival processes or the distribution of the session duration
and cell residence times. As in our scheme the thresholds
are not configuration parameters but internal variables
handled by the AC system, from now on we will refer to
them simply as thresholds.

Fig. 1 shows the operation of the AC policy and the
adaptive scheme in more detail. As shown, to admit a si re-
quest it is first checked that at least ci free resource units
are available. Note that once this is verified, HPC requests
are always admitted, while the rest of classes must also
fulfill the admission condition imposed by the AC policy.
Once the admission decision has been taken, the adaptive
scheme performs the probabilistic adjustment of the corre-
sponding threshold. The probabilistic adjustment is de-
scribed in subroutines SR1 and SR2 that are shown in
Fig. 2. In a simplified manner, the adaptive scheme can
be perceived as composed of one individual adaptive
scheme per arrival class. Typically, these individual adap-
tive schemes operate independently, except when one of
the arrival classes is suffering from congestion. When this
happens, the adaptive schemes of lower-priority classes
become under control of the adaptive scheme of the class
suffering from congestion. We say that adaptive schemes
of these lower-priority classes get disabled. Note that the
threshold of the BEC is not updated when admission deci-
sions are made for arrivals of this class.

When the threshold associated to si has to be increased,
which is an indication that this class requires more re-
sources to meet its QoS objective, two different strategies
are deployed in subroutine SR2 of Fig. 2. The direct way
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is to increase the threshold li, but its maximum value is C,
i.e. when li ¼ C full access to resources is provided to si and

setting li > C does not provide additional benefits. In these
cases, an indirect way to help si is to limit the access to re-

Fig. 1. Operation of the adaptive AC scheme.
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needing to limit 
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NO

YES

NO
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YES

NO

NO
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Class of priority 
immediately 
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Fig. 2. Adjustment algorithm of the adaptive scheme. (a) Adjustment algorithm after an admission decision. (b) Adjustment algorithm after a rejection
decision.
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sources of lower-priority classes by reducing their associ-
ated thresholds. It is clear that when a higher priority class
si needs to adjust the threshold of a lower-priority class sj,
then the adaptive scheme must adjust lj only when arrivals
from si occur, while no adjustments must be carried out
when arrivals from sj occur. When this happens, we say
that the adaptive scheme associated to sj is disabled.
Therefore, when a protected class resorts to the indirect
adjustment, this event is an indication that it is experienc-
ing congestion. Note that although HPC arrivals are always
accepted, l1 is updated to detect when the HPC becomes
congested.

3. Performance evaluation with streaming flows

In this section the performance of the adaptive scheme
when handling streaming traffic is evaluated. We first de-
scribe the teletraffic model that is used for the evaluation.
Next, we compare the performance of the proposed
scheme with the performance of the schemes reported in
[6,7], which use a similar probability-based adjustment
scheme. The evaluation is performed in a single service
scenario because this is the scenario for which these
schemes were conceived. Finally, we evaluate the perfor-
mance of our scheme in a multiservice scenario. The eval-
uation in the single service and multiservice scenarios is
performed for both stationary and non-stationary traffic.

3.1. System model

We consider the homogeneous case where all cells are
statistically identical and independent. Consequently the
global performance of the system can be analyzed focusing
on a single cell. Nevertheless, given that the proposed
scheme is adaptive it could also be deployed in non-homo-
geneous scenarios.

For mathematical tractability we are making the com-
mon assumption of modeling the inter-arrival time of
handover requests as an exponential distribution, which
is considered a good approximation [32]. Therefore, new
(handover) requests of service r arrive according to a Pois-
son process with rate kn

r (kh
r ). Besides, although our scheme

does not require any relationship between kh
r and kn

r , for
simplicity we suppose that kh

r is a constant fraction of kn
r

[33,29].
For a service-r session, both its duration and its cell res-

idence (dwell) time are also assumed to be exponentially
distributed with rates ls

r and ld
r . Hence, the resource hold-

ing time for a service r session in a cell is also exponentially
distributed with rate lr ¼ ls

r þ ld
r . We also study the im-

pact on performance of having a resource holding time dis-
tribution different from the exponential one. Note that the
proposed scheme can easily take into account terminals
moving at different speeds by defining additional arrival
classes for any service. Note also that the exponential
assumption also represents a good approximation for the
cell dwell time (essentially, only its average matters),
when the performance of the system is defined in terms
of the blocking probabilities [34]. It should be highlighted
that the operation of our scheme is based on simple

balance equations described in Section 2, which hold for
any arrival process and holding time distribution. Hence
the basis of the adaptive scheme holds beyond the
assumptions made only for modeling purposes.

Finally, we denote by kmax the system capacity, i.e. the
maximum k that can be offered to the system while meet-
ing the QoS objectives, where k is the aggregated arrival
rate of new requests k ¼

PR
r¼1k

n
r , kn

r ¼ frk and
PR

r¼1fr ¼ 1.
Defining service penetrations (fr) is a common approach
when studying these systems [29]. As mentioned before,
our scheme can adapt to any mix of traffic, i.e. to an aggre-
gated traffic with any penetration factors fi, even when
these change with time.

We evaluate the performance of the proposed adaptive
AC scheme by solving the continuous-time Markov chain
(CTMC) that describes its operation, both in the stationary
and transient regimes. When this is not possible we resort
to simulation. In both regimes Pi is determined as the frac-
tion of time an arrival request from si would be rejected.

In general, the system can be modeled by a multidimen-
sional CTMC, where the state vector is given by
ðn1; . . . ;nR; l1; . . . ; l2RÞ. Recall that nr is the number of ses-
sions in progress of service r in the cell initiated as new
or handover requests and li 2 N is the threshold associated
with arrival class si. We allow li to take positive and nega-
tive values as a means to remember past adjustments and
to identify the adjustment type the scheme uses (direct or
indirect). Given that the general multidimensional diagram
is difficult to represent, in Fig. 3 we show a bidimensional
CTMC as an example. This system has only one service and
therefore two arrival classes, sh and sn, with d ¼ 1, C re-
source units and Dl ¼ 1. It is assumed that sh is the HPC
and therefore its requests are always accepted (if free re-
sources are available), while sn is the BEC. The system state
vector is defined as ðn; lhÞ, where n is the number of re-
source units occupied. In this system, lh is adjusted follow-
ing the probabilistic adjustment rule described previously
and ln ¼ C �maxf0; ðlh � CÞg. Note that during underload
episodes ln ¼ C, but during overload episodes sh might
have to resort to the indirect adjustment in which case ln

is decreased accordingly.
Tables 1 and 2 show the transition rates for a system in

which the LPC is a protected class and for a system in
which the LPC is the BEC, respectively, with d ¼ 1 and
Dl ¼ 1. The state diagram of the second system is shown

Fig. 3. State diagram of the CTMC in a scenario with two classes.
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in Fig. 3. Although the system state vector can be defined
as ðn; ln

; lhÞ and ðn; lhÞ, respectively, for the sake of readabil-
ity we employ a more detailed description (ðnn;nh; ln

; lhÞ)
for both cases. If the QoS objectives for sn and sh are ex-
pressed as Bn ¼ bn

=on and Bh ¼ bh
=oh, then we define

p�n ¼ 1=ðon � bnÞ, pþn ¼ 1=bn, p�h ¼ 1=ðoh � bhÞ and
pþh ¼ 1=bh. Note that in the system of Fig. 3 only sh has a
QoS objective defined, therefore p� ¼ 1=ðoh � bhÞ and
pþ ¼ 1=bh.

We also define the following indicator functions:

anðxÞ ¼
1 ðnn þ nh < CÞ \ ðnn þ nh < lnÞ;
0 ðnn þ nh ¼ CÞ [ ðnn þ nh P lnÞ;

(

ahðxÞ ¼
1 ðnn þ nh < CÞ;
0 ðnn þ nh ¼ CÞ;

(

bðxÞ ¼ 1 lh
6 C;

0 lh
> C:

(

3.2. Comparative performance evaluation

From now on we will refer to the scheme in [6] as ZL
and to the one in [7] as WZZZ, after their authors’ initials.
In these schemes, as in ours, incoming handover requests
are always accepted provided that there are enough free
resource units available in the system.

The ZL scheme has four parameters: au, ad, N and s. It
operates as follows: (i) if after a blocked handover request
it is detected that Ph P auBh, then ln is updated as
ln  ðln � 1Þ; (ii) if for N consecutive handover requests it
is found that Ph

6 adBh, then ln is updated as ln  ðln þ 1Þ.
This scheme estimates Ph during one update period of fixed
length s. As in [7], for both the ZL and WZZZ schemes it will

be assumed that s!1 (i.e. the estimated Ph is the hand-
over blocking probability experienced so far). This choice is
motivated by the fact that the ZL scheme ambiguously de-
fines how Ph is estimated. Additionally, it was also found
that making au ¼ ad ¼ 1:0 instead of the values proposed
by the authors allows the ZL scheme to reach a steady state
regime (Ph ¼ Bh) and minimizes oscillations.

In order to reduce the number of parameters, improve
the adaptability of the system to different traffic profiles,
and improve the response time of the ZL scheme, a new
probability-based adaptive scheme was proposed in [7].
The WZZZ scheme defines three parameters: au, ad and
Pinc (probability to increase the number of guard channels,
i.e. to decrease ln). The WZZZ scheme performs probabilis-
tic adjustments only for each blocked handover request,
producing a convergence rate slower than the one
achieved by the ZL scheme. Our comparative study showed
that, as with the ZL scheme, using au ¼ ad ¼ 1:0 instead of
the values proposed by the authors is better. We deployed
the suggested value Pinc ¼ 0:2, although we found that
Pinc ¼ 1:0 is more appropriate.

In the following sections, the performance of the ZL and
WZZZ schemes is evaluated by simulation, as they require
to estimate Ph online what precludes a CTMC-based evalu-
ation approach. On the other hand, ours is evaluated by
solving the CTMC that describes its operation. Additionally,
the correctness of the CTMC model has been validated
against computer simulation.

3.2.1. Stationary regime
The evaluation of the three schemes is done for the sce-

nario described in [6,7], which is summarized as follows:
C ¼ 50, Bh ¼ 1%, kh ¼ 0:2kn sessions=s, and l ¼ 1=180 s�1.
We focus on a load range that allows analyzing the
schemes in underload and overload conditions. An exten-
sive comparative evaluation was conducted but only some
relevant experiments are discussed here. A value for the
adjustment step of Dl ¼ 1 is assumed, unless otherwise
specified. For the simulations, we used a confidence inter-
val of �5% around the mean estimate and a confidence le-
vel of 95%.

Fig. 4 shows that our scheme carries more traffic in the
load region of interest, which is due to a more precise man-
agement of the guard channels. Fig. 5 shows the variation
of the mean number of guard channels required to meet
the QoS objective for different new session arrival rates.
When the LPC is a protected class with a QoS objective
Bn ¼ 10%, during underload episodes (kn < 0:2) the system
deploys the direct adjustment mode and adapts to enforce
Pn ¼ Bn. Therefore it rejects more new requests than if it al-
lowed Pn

6 Bn. On the positive side, setting ln to a value
lower than required increases the amount of resources that
the HPC has access to, achieving a lower Ph as observed in
Fig. 6. Furthermore, elastic traffic which is carried along
with streaming traffic in modern cellular networks will
benefit from that spare capacity. This improvement would
be achieved while still meeting the QoS objective of both
the HPC and the LPC.

As load increases, the adjustment changes from the di-
rect to the indirect mode. In this mode the scheme adjusts
ln to meet the QoS objective of the sh, which converts the

Table 1
LPC is a protected class. Current state is x ¼ ðnn ;nh; ln

; lhÞ.

Next state Transition rate

ðnn þ 1; nh; ln; lhÞ kn � anðxÞ � ðð1� p�n Þ � bðxÞ þ ð1� bðxÞÞÞ
ðnn þ 1; nh; ln � Dl; lhÞ kn � p�n � anðxÞ � bðxÞ
ðnn;nh ; ln þ Dl; lhÞ kn � pþn � ð1� anðxÞÞ � bðxÞ
ðnn;nh þ 1; ln; lhÞ kh � ð1� p�h Þ � ahðxÞ
ðnn;nh þ 1; ln; lh � DlÞ kh � p�h � ahðxÞ � bðxÞ
ðnn;nh ; ln; lh þ DlÞ kh � pþh � ð1� ahðxÞÞ � bðxÞ
ðnn;nh þ 1; ln þ Dl; lh � DlÞ kh � p�h � ahðxÞ � ð1� bðxÞÞ
ðnn;nh ; ln � Dl; lh þ DlÞ kh � pþh � ð1� ahðxÞÞ � ð1� bðxÞÞ
ðnn � 1; nh; ln; lhÞ nnl
ðnn;nh � 1; ln; lhÞ nhl

Table 2
LPC is the BEC. Current state is x ¼ ðnn ;nh; ln

; lhÞ.

Next state Transition rate

ðnn þ 1; nh; ln; lhÞ kn � anðxÞ
ðnn;nh þ 1; ln; lhÞ kh � ð1� p�h Þ � ahðxÞ
ðnn;nh þ 1; ln; lh � DlÞ kh � p�h � ahðxÞ � bðxÞ
ðnn;nh þ 1; ln þ Dl; lh � DlÞ kh � p�h � ahðxÞ � ð1� bðxÞÞ
ðnn;nh ; ln; lh þ DlÞ kh � pþh � ð1� ahðxÞÞ � bðxÞ
ðnn;nh ; ln � Dl; lh þ DlÞ kh � pþh � ð1� ahðxÞÞ � ð1� bðxÞÞ
ðnn � 1; nh; ln; lhÞ nnl
ðnn;nh � 1; ln; lhÞ nhl
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LPC from a protected class in the BEC. In summary, the
capability of our scheme to operate in two different modes

provides the operator with additional flexibility to manage
the QoS objective.

In Figs. 4–6 the performance of the different adaptive
schemes is compared to the performance of an optimum
static single fractional guard channel (FGC) policy. The sin-
gle FGC policy defines two configuration parameters ln 2 N

and qn 2 ½0;1�. Let us denote by nn (nh) the number of ses-
sions in progress in the cell initiated as new (handover) re-
quests and by n ¼ nn þ nh the number of resource units
occupied. When a new arrival happens, it is accepted with
probability one if n < ln, it is accepted with probability qn if
n ¼ ln and blocked otherwise. Conversely, handover arriv-
als are always accepted. It has been shown that the system
capacity achieved by the FGC policy is very close to the
capacity achieved by an optimal policy [15,35].

Note that the evaluation has been done considering that
the arrival processes are stationary. In this context, the con-
figuration parameters of the single FGC policy have been
determined by formulating the problem as a non-linear pro-
gramming algorithm in which for each new session arrival
rate we search for the value of the configuration parameters
that maximize the carried traffic subject to the fulfillment of
the QoS objective [15]. Therefore we refer to this policy
as the optimum single FGC policy. We also refer to it as static
because for each value of the arrival rate studied we deter-
mine the optimum configuration parameters. On the other
hand, the adaptive schemes does not know the arrival rates
a priori and therefore they continuously change the thresh-
old of the single GC policy to meet the QoS objective, which
limits the resource utilization that can be achieved.

3.2.2. Non-stationary regime
Unless otherwise stated, in this section we evaluate the

transient regime of the proposed scheme in a scenario
characterized by being the system initially in the steady
state regime, i.e. empty, with lh ¼ ln ¼ C and where the
LPC is the BEC. We first evaluate the transient regime of
Ph by applying a step-increase of traffic from kn ¼ 0 to
kn ¼ 0:333. As observed in Fig. 7, our scheme achieves
the fastest convergence rate. The ZL scheme shows a slow
oscillating behavior around Bh, taking 30,000 s to reduce Ph

to a �10% interval around its objective (Bh ¼ 0:01). Ours
needs only 3400 s, about ten times less, to achieve the
same operating conditions. Note that the WZZZ scheme
oscillates even slower than the ZL scheme.

Note that previous scenario is unlikely to occur in real
networks but provides important information of the tran-
sient regime of the system. To provide additional informa-
tion, this time in a more realistic scenario, we study the
transient behavior of our scheme after a step-type increase
in the kh=kn ratio from 0:2 to 0:4, maintaining kn ¼ 0:417
(25 sessions/min). As above, the system is in the steady
state regime before the step-increase is applied. As the
WZZZ scheme has not a very competitive convergence rate
it has not been included in this study. Fig. 8 shows the
transient behavior of Ph using our scheme when consider-
ing the LPC as a BEC and the ZL scheme with N ¼ 1. Again
our scheme outperforms the ZL scheme in terms of conver-
gence rate and stability.

In summary, the ZL scheme requires tuning a series of
configuration parameters for each scenario, while ours

Fig. 4. Carried traffic with stationary traffic.

Fig. 5. Mean number of guard channels required.

Fig. 6. Handover blocking probability with stationary traffic.
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does not. Although the average resource utilization is close
to the one achieved by our scheme, the transient perfor-
mance of the ZL scheme is rather poor when compared
to ours. Additionally, the ZL scheme was designed to sup-
port only streaming traffic in single service scenarios,
while ours is designed to handle multiple streaming ser-
vices, it incorporates a rate-adaptation mechanism and
also handles elastic traffic.

3.3. Additional features

In this section we discuss in more detail other features
of our scheme like achieving a faster convergence rate and
its ability to adapt to any arrival and holding time distribu-
tions. Previous results assumed that the objective was ex-
pressed as an irreducible fraction, for example
Bh ¼ bh

=oh ¼ 1=100. Any other multiple of the irreducible
fraction might have been chosen as well, i.e. Bh ¼ kbh

=koh,

k P 1. Fig. 9 shows that any value of k allows our scheme
to eventually fulfill the QoS objective, but the convergence
rate of Ph decreases as k increases. Likewise, Fig. 10 shows
that the convergence rate of Pn also decreases as k in-
creases. Therefore, k ¼ 1 confirms itself as the most suit-
able value in terms of performance.

Up to now, it had been assumed an adjustment step va-
lue of Dl ¼ 1, but Fig. 11 shows that as Dl increases, the
convergence rate of the scheme increases as well. As ob-
served in Fig. 12, there is a trade-off between the conver-
gence rate of Ph and the penalty experienced by Pn, but
step values below or equal to Dl ¼ 5 guarantee a remark-
able gain in convergence rate and a minor impact on the
value observed for Pn. As seen, the scheme is able to adapt
to the new operating conditions in less than 700 s. It is
clear that the convergence time would become shorter as
the offered load increases, because adjustment events
(i.e. arrivals) will occur at a higher rate. Finally, Fig. 13
shows that the distribution of the resource holding time
has only a minor impact on convergence rate of the

Fig. 7. Step-increase of traffic from kn ¼ 0 to kn ¼ 0:333.
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Fig. 8. Step-increase of traffic from kh=kn ¼ 0:2 to kh=kn ¼ 0:4, with
kn ¼ 0:417.
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Fig. 9. Dependence of the convergence rate of Ph with k.
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Fig. 10. Convergence rate dependence of Pn with k.
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scheme. The gamma distribution has a pdf given by f ðxÞ ¼
ðke�kxðkxÞa�1Þ=CðaÞ, x P 0, a> 0, k> 0, CðaÞ ¼

R1
0 e�yya�1 dy,

with mean a=k and variance a=k2. We deployed a ¼ 2:9370
and 1=k ¼ 61:2868 to obtain a mean of 180 and a coeffi-
cient of variation of 0:5835 � 1=

ffiffiffi
3
p

. The hyper-exponential
distribution has a pdf f ðxÞ ¼ p1k1e�k1x þ p2k2e�k2x, x P 0,
p2 ¼ 1� p1, with mean p1=k1 þ p2=k2 and variance
2p1=k

2
1 þ 2p2=k

2
2 � ðp1=k1 þ p2=k2Þ2. We deployed 1=k1 ¼

357:1429, 1=k2 ¼ 2:8571 and p1 ¼ p2 ¼ 0:5 to obtain a
mean of 180 and a coefficient of variation of 1:7138 �

ffiffiffi
3
p

.
Given that in real operation it is not expected that the

conditions change in a step-like way, we believe that our
scheme handles satisfactorily the non-stationarity of real
networks.

3.4. Performance evaluation in a multiservice scenario

The performance evaluation is carried out for five differ-
ent scenarios fA;B;C;D; Eg that are defined in Table 3,

being the QoS parameters Bi expressed as percentage val-
ues. The parameters in Table 3 have been selected to ex-
plore possible trends in the numerical results, i.e., taking
scenario A as a reference, scenario B represents the case
where the ratio d1=d2 is smaller, scenario C where f1=f2 is
smaller, scenario D where B1=B2 is smaller and scenario E
where B1 and B2 are equal.

When deploying the MGC policy without the adaptive
scheme, the system capacities for the five scenarios de-
fined in Table 3, fA;B;C;D; Eg, with C ¼ 10 are
kmax ¼ f1:89;0:40;1:52;1:97;1:74g, respectively. Refer to
García et al. [15] for details on how to determine the sys-
tem capacity. For all scenarios defined in Table 3 we as-
sume the following prioritization order ðsh

2; s
h
1; s

n
2; s

n
1Þ. We

evaluate two implementations that differ in the treatment
of the LPC (sn

1), one in which it is a protected class and one
in which it is the BEC.

3.4.1. Stationary regime
For the two implementations of the adaptive scheme,

Table 4 shows the ratio Pi=Bi for the four arrival classes
in the five scenarios considered. In all cases, an aggregated
load equal to the system capacity (kmax) is offered. Note
that the adjustment is more precise when the LPC is the
BEC.

Figs. 14 and 15 show the variation of Pi with the relative
offered load (ðk� kmaxÞ=kmax) in scenario C with C ¼ 10 re-
source units. Note that the adaptive scheme tries to en-
force Pi ¼ Bi when possible for the protected classes, and
therefore during underload episodes the system is reject-
ing more requests than strictly required. Nevertheless,
some classes (BEC and/or HPC) benefit from this extra
capacity. When the LPC is a protected class (Fig. 14) it does
not benefit from the capacity surplus during underload
episodes and it is the first to be penalized during overload
episodes. On the other hand, when the LPC is the BEC
(Fig. 15) it benefits during underload episodes and, as be-
fore, it is the first to be penalized during overload episodes.
In both implementations, note that sn

2 is also penalized
when keeping on reducing ln

1 (bellow zero) would be inef-
fective to meet the QoS objective of higher priority classes.
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Fig. 11. Convergence rate dependence of Ph with Dl.
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Fig. 12. Convergence rate dependence of Pn with Dl.
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In Fig. 16 the resource utilization factor E½cðnÞ�=C of the
adaptive scheme in scenario A is compared to the one of an
optimum static MFGC policy, whose performance is close
to the performance of an optimal policy [15]. As for the sin-
gle FGC, the configuration parameters for the MFGC policy
have been determined by formulating the problem as a
non-linear programming algorithm in which for each k
we search for the values of the configuration parameters
that maximize the carried traffic subject to the fulfillment
of the QoS objective. The term ‘‘adapt. MGC” refers to the
adaptive scheme when the LPC is a protected class, while
‘‘adapt. MGC–BEC” refers to the adaptive scheme when
the LPC is the BEC. Note that for k ¼ kmax the utilization
achieved by the optimum static MFGC policy is only 2%

higher than the utilization achieved by the adaptive
scheme. Note that both implementations of the adaptive
scheme behave identically in overload ðk > kmax).

3.4.2. Non-stationary regime
We study the transient regime after a step-type traffic

increase from 0:66kmax to kmax is applied to the system in
scenario A when the LPC is a protected class. Before the
step-increase is applied the system is in the steady state
regime. Fig. 17 shows that the scheme converges rapidly
and in an oscillation-free manner to the new operating
conditions. As mentioned before, note that the conver-
gence rate increases with the offered load, as adjustment
events (i.e. arrivals) occur at a higher rate.

4. Rate-adaptation policy

The RA policy takes advantage of the adaptivity of mul-
timedia applications to limit the blocking probability of
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Fig. 14. Variation of Pi with the relative offered load in stationary
conditions when the LPC is a protected class.
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Table 3
Definition of the scenarios under study.

d1 d2 f1 f2 Bn
1ð%Þ Bn

2ð%Þ Bh
r ð%Þ kn

r kh
r l1 l2

A 1 2 0.8 0.2 5 1
B 1 4 0.8 0.2 5 1
C 1 2 0.2 0.8 5 1 0.1Bn

r frk 0.5kn
r 1 3

D 1 2 0.8 0.2 1 2
E 1 2 0.8 0.2 1 1

Table 4
Pi=Bi when deploying the MGC policy and a stationary load equal to kmax .

Pi=Bi Scenario

A B C D E

(a) LPC is a protected class
Class 1N 1.004 1.030 1.036 1.841 1.223
Class 2N 0.998 0.992 1.001 0.998 1.007
Class 1H 1.006 0.992 1.002 1.007 0.999
Class 2H 0.848 0.899 0.803 0.988 0.985

(b) LPC is the best-effort class
Class 1N 0.938 1.404 0.007 2.348 1.857
Class 2N 1.003 1.065 1.000 1.004 0.999
Class 1H 1.007 1.001 1.007 0.999 0.999
Class 2H 0.993 1.006 0.988 0.989 0.999
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new and handover requests even during overload episodes,
while minimizing the frequency of rate adaptations. The
operation of the RA policy differs considerably from the
operation of common policies based on the full sharing
principle where, in overload, the rate of ongoing sessions
is adapted downwards with each new or handover request
that arrives to the system and upwards after each depar-
ture. The proposed RA policy makes use of the early con-
gestion detection mechanism provided by the threshold
adaptation scheme to request rate adaptations only when
sessions join a cell. That is, rate adaptations are never ex-
erted on ongoing sessions but are requested at session ini-
tiation or when sessions are handed over from a
neighboring cell, minimizing in this manner the adaptation
frequency and the signaling load.

Its operation is based on the same principles described
for the adaptive AC scheme. Recall that when any arrival
class si sets its threshold above C, this is an indication that
it requires more resources to maintain its blocking proba-
bility objective. Then, an indirect way to help si is to de-
grade arriving sessions to a lower rate, making in this
manner available the required additional resources. We as-
sume that it is more disturbing for a subscriber to have a
new or handover session request dropped than having its
rate adjusted downwards, producing a degraded but still
acceptable playback experience. Therefore, when an arrival
class is experiencing congestion then, lower, equal and
higher priority classes (in this order) can be degraded to
control the overload episode. The prioritization order for
degradation can be freely defined by the operator, but for
simplicity we assume the same one defined for the AC
scheme. If the complete degradation of all classes is not
sufficient, then the indirect mechanism of the AC scheme
is activated to guarantee that higher priority classes will
be able to meet their QoS objective, possibly at the expense
of lower priority ones.

We denote by fdr1; . . . ; drMrg the acceptable rate values
for service-r sessions, ordered in decreasing value. Like-
wise, fci1; . . . ; ciMi

g are the acceptable rate values for ses-
sions of the arrival class si, where drm ¼ crm ¼ cðrþRÞm,
1 6 r 6 R and 1 6 m 6 Mr . We denote by
ðq1m1

; . . . ;q2Rm2R
Þ the current rate vector of the RA policy,

being qimi
the rate at which arriving sessions of si must

operate. At a given operation point of the policy the RA

vector must fulfill the following condition,
9i : 8j > i qjmj

¼ cjMj
(lowest rate), 8k < i qkmk

¼ ck1 (high-
est rate) and qimi

takes decreasing (increasing) values in
fci1; . . . ; ciMi

g as congestion increases (decreases),
1 6 i; j; k 6 2R. In other words, as congestion increases
the RA policy requests rate degradations first to the low-
est-priority arrival class and, if congestion persists, then
to the other classes in inverse order of priority.

In order to achieve a graceful degradation and at the
same time avoiding to issue more degradation requests
than required, we define degradation probabilities associ-
ated to the RA vector ðp1n1

; . . . ; p2Rn2R
Þ, 1 6 ni 6 Ni,

pini
¼ ni=Ni. Then, for a rate vector ðq1m1

; . . . ;q2Rm2R
Þ, an

arriving session of si is requested to operate at rate qimi

with probability pini
and at the rate immediately lower

qiðmiþ1Þ with probability 1� pini
. When qimi

¼ ciMi
(lowest

rate) then, arriving sessions of si are requested to operate
at rate ciMi

with probability 1, while arriving sessions of
sj, j ¼ i� 1, are requested to operate at rate cj1 with proba-
bility pjnj

and at rate cj2 with probability 1� pjnj
. As conges-

tion increases, the degradation probability pini
takes

decreasing values in f1; ðNi � 1Þ=Ni; . . . ;1=Nig. Allowing
different values of Ni for each arrival class, makes it possi-
ble for the operator to configure with more precision the
degradation degree. We define the state of the RA policy
by two 2R-tuples, the rate and the degradation probability
vectors.

As an example, assume that 2R ¼ 4, Mi ¼ 2 and
Ni ¼ 2 8i. As congestion increases, the evolution of the RA
policy state would be: fðc11; c21; c31; c41Þ, ð1;1;1;1Þg,
fðc11; c21; c31; c41Þ, ð1;1;1;0:5Þg, fðc11; c21; c31; c42Þ,
ð1;1;1;1Þg, fðc11; c21; c31; c42Þ, ð1;1;0:5;1Þg,
fðc11; c21; c32; c42Þ, ð1;1;1;1Þg, and so on. As observed, when
congestion increases, first the fraction of arrivals that are
requested to degrade their rate increases and, if congestion
persists, then the rate is set one step lower. Note that we
can perceive the states of the RA policy as ordered in terms
of degradation degree, like in the example. It is clear that
the evolution of the RA policy state must depend on the
evolution of congestion, the more congested is the system
the more severe is the degradation degree. We have asso-
ciated the state of the RA policy to the value of the thresh-
olds maintained by the AC policy in the following way. The
RA policy starts degrading arrivals when the threshold of
any arrival class is above C, while no rate adaptation occurs
when the value of the thresholds is equal to C or lower.
When the threshold of any class whose value is above C in-
creases (decreases) by one, then the RA policy moves one
step upwards (downwards) the degradation degree.

The performance evaluation is carried out by simulation
for the same five different scenarios defined in Table 3,
although only the results for scenario B with C ¼ 50 are
shown. Scenario B has been slightly modified to handle
rate degradation. For simplicity, now d1 ¼ 2 instead of
d1 ¼ 1 as it is shown in Table 3. The system capacity for
the new scenario B is kmax ¼ 10:3. Recall that this is the
maximum arrival rate that can be offered to a system that
deploys the MGC policy (with the RA policy and the adap-
tive AC policy both disabled) while still meeting the block-
ing objectives. The acceptable rate values for service 1
sessions are fd11 ¼ 2; d12 ¼ 1g, while for service 2 are
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Fig. 17. Transient behavior of blocking probabilities.
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fd21 ¼ 4; d22 ¼ 2g, then Mi ¼ 2 8i. When the RA policy is
operating, we assume the following prioritization order
ðsh

2; s
h
1; s

n
2; s

n
1Þ. Then, when any arrival class is experiencing

congestion it will request rate adaptation to arriving ses-
sions first of sn

1, next to sn
2 and so on. The degradation prob-

abilities associated to all arrival classes have been made
identical, i.e. they take decreasing values in f1;0:5g i.e.
Ni ¼ 2 8i. We only show results for the implementation
in which the LPC (sn

1) is a protected class. In the simula-
tions, we used a confidence interval of �5% around the
sample mean and a confidence level of 95%.

Fig. 18 shows the variation of the fraction of the total
traffic carried by each arrival class that is carried by non-
degraded and degraded sessions (those with a cross sym-
bol). Recall that the relative offered load was defined as
ðk� kmaxÞ=kmax. As observed, when the system experiences
congestion, the LPC is the first class that is requested to de-
grade its rate. If the congestion persists, then the rest of
classes are requested to degrade their rates in inverse or-
der of priority. Fig. 19 shows the variation of blocking
probabilities perceived by each arrival class. Note that a
system that enforces the RA policy is able to manage a
much higher arrival rate while still meeting the blocking
objectives than a system that does not. The maximum traf-
fic that can be carried by the system while still meeting the
blocking objectives and the aggregated arrival rate at
which this happens are: ð27:75; k ¼ 10:30Þ in a system
without RA policy and ð32:96; k ¼ 23:69Þ in a system with
RA policy. This is clearly due to the fact that the system re-
quests rate adaptation to incoming sessions as soon as it
perceives congestion and therefore accepts more requests.
Note also that, while possible, the blocking objectives are
met with high precision. That is, when the arrival rate in-
creases above k ¼ 23:69 the AC scheme resorts to the indi-
rect adjustment mechanism and the blocking objective of
the LPC is no longer achieved.

From the operational point of view, the RA scheme runs
independently at each cell, and therefore it has only a lim-
ited visibility of the complete life of sessions. Our scheme
allows to couple the operation of the RA policy with the

operation of a management entity that keeps track of the
history of sessions. This might be required in high mobility
scenarios where handover rate is high, like in geographical
areas serviced by picocells. In this sense, the RA mecha-
nism can be seen as an entity that provides rate-adaptation
advices that may be followed or not by the system. Note
that not following the rate-adaptation advices would force
the RA policy to move toward more severe degradation,
likely affecting to higher priority arrivals, or even it might
trigger the activation of the indirect adaptation way of the
AC scheme, increasing in this manner the losses of low pri-
ority arrivals. In conclusion, the RA scheme designed pro-
vides operators with a great flexibility in configuring
their mobile services, allowing to offer differentiated per-
ceptual QoS to different services.

5. Adaptive scheme for elastic flows

Like in other studies of the same nature, we focus on the
flow level and ignore the detailed mechanisms operating at
the packet level [5]. Since our focus is the radio interface at
the access network, we assume that each elastic flow is
rate limited either by terminal capabilities or because it
is bottlenecked at the radio link, i.e. it will receive its fair
share of the radio link bandwidth up to a maximum which
has a common value for all terminals. Note that if different
rate limits are possible for different terminals, or multiple
abandonment probability objectives are defined, the
scheme can handle this scenario by defining multiple elas-
tic flow types. For the sake of mathematical tractability we
assume that the flow size (given in bytes) is exponentially
distributed. While it is commonly accepted that the statis-
tical distribution of Internet document sizes shows a great-
er variability than the exponential distribution, in the light
of the results in [5] the numerical results obtained by using
an exponential document size can be considered as a lower
bound of performance.

We consider the same system model described in Section
3.1, adding a service with elastic demands as follows. We
denote by sn

e (sh
e ), the arrival class associated to new (hand-

over) requests of elastic flows. Their requests arrive accord-
ing to a Poisson processes with rate kn

e (kh
e ). For an elastic
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session, its cell residence (dwell) time is exponentially dis-
tributed with rate ld

e . If we denote by de the maximum num-
ber of resource units an elastic flow uses, and by ne the
number of elastic flows in the system, then we define the
flow service rate as ls

e when nede 6 ðC � cðnÞÞ and
ls

eðC � cðnÞÞ=ðnedeÞ when nede > ðC � cðnÞÞ, where cðnÞ is
the number of resource units occupied by streaming
sessions.

To model the behavior of users we consider the impa-
tience time as an independent exponentially distributed
random variable. We assume that the impatience rate lI

is equal to zero when enough free resources are available
for the elastic traffic (i.e. nede 6 ðC � cðnÞÞ). Otherwise, the
impatience rate is made inversely proportional to the share
of resources allocated to each elastic flow. Thus, we define
lI ¼ Kðnede=ðC � cðnÞÞÞ when nede > ðC � cðnÞÞ, where K is
a constant. We denote by BA the QoS objective expressed
as an upper bound for the abandonment probability, i.e.
the ratio between unsuccessfully completed flows and ac-
cepted flows, and by PA the actual perceived abandonment
probability.

The AC policy for the elastic service defines only one
threshold le 2 N, associated with sn

e . When there are ne

ongoing elastic flows, a new request is accepted if ne < le

and blocked otherwise. Handover requests of elastic flows
are always accepted. The adaptive scheme for elastic flows
follows a similar approach to that described in Section 2.
When the QoS objective for elastic flows can be expressed
as BA ¼ a=b, where a; b 2 N, then we propose to perform a
probabilistic adjustment in the following way: (i) each
time an elastic flow abandons due to impatience, do
fle  ðle � 1Þg with probability 1=a; (ii) each time an elas-
tic flows completes its service successfully, i.e. either it fin-
ishes or it hands over to another cell, do fle  ðle þ 1Þg
with probability 1=ðb� aÞ. A methodology to infer TCP flow
interruption has been proposed in [36].

We evaluate the performance of the scheme by simula-
tion. We consider scenario A with C ¼ 10, where the LPC is
the BEC and where streaming traffic and elastic flows com-
pete for network resources. The streaming traffic offers a
constant load equal to the system capacity
(k ¼ kmax ¼ 1:89). To avoid starvation the system reserves
1 resource unit for elastic traffic. The values of the other
parameters that model the elastic traffic are: ls

e ¼ 2:0,

ld
e ¼ 2:0, K ¼ 0:4, kh

e ¼ 0:5kn
e , with a QoS objective of

BA ¼ 0:1. Fig. 20 shows that the adaptive scheme guaran-
tees the QoS objective. Without the adaptive scheme the
abandonment probability increases as the elastic arrival
rate increases. This is due to the fact that less resources
are available per elastic flow as more elastic flows are ac-
cepted in the system, which consequently increases the
abandonment rate. Finally, note that high abandonment
probabilities bring as a consequence an inefficient use of
system resources because resources assigned to flows that
are not completed are totally wasted. The performance
seen by streaming flows is not shown here as it is unaf-
fected by the existence of elastic traffic.

6. Conclusions

We developed a novel adaptive reservation scheme that
can adapt to non-stationary traffic both in fixed and vari-
able capacity systems. The operation of our scheme is
based on simple balance equations which hold for any ar-
rival process and holding time distribution. Our proposal
has four relevant features. First, its capability to handle
in an integrated way streaming and elastic traffic. Second,
its ability to continuously guarantee the QoS objective
even in overload by initially requesting rate adaptation at
session initiation or when handovers occur, and when con-
gestion persists by rejecting low priority requests. Third,
its remarkable fast and oscillation-free transient response.
And fourth, its implementation simplicity.

We provide two implementations of the scheme. First,
when the lower-priority class (LPC) has a QoS objective de-
fined, which obviously must be met when possible. Second,
when the LPC is treated as a best-effort class (BEC) and
therefore obtains an unpredictable QoS, which tends to
be good during underload episodes but is rather poor as
soon as the system enters the overload region.

We evaluated the performance of the scheme when
handling multiple streaming services and showed that
the QoS objective is met with an excellent precision. We
also showed that it achieves an oscillation-free conver-
gence which duration is much shorter than the one dis-
played by previous proposals. This confirms that our
scheme can handle satisfactorily the non-stationarity of a
real operating network. We also evaluated the perfor-
mance of the scheme when incorporating the RA policy.
Results exhibit a graceful degradation as congestion in-
creases and a considerable increase in arrival rate that
can be handled, i.e. more streaming sessions can be ac-
cepted by the system while at the same time guaranteeing
the QoS objective. Finally, we evaluated the performance of
the scheme when handling elastic flows in a scenario with
streaming background traffic. We showed that the scheme
is able to guarantee an upper bound for the abandonment
probability of elastic flows.

As mobile terminals integrate positioning systems to
provide location services, mobile network operators can
exploit the new functionality to predict the occurrence of
handovers and improve in this way the performance of
the network. Then, future work will include extending
the adaptive scheme so that the adjustment of the thresh-
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olds would be based not only on decisions of the AC sub-
system but also based on predictive information regarding
the movement of mobile terminals, both in the cell and in
its neighborhood.
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Appendix A. Notation

See Table A.1.
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si The ith streaming arrival class
sn
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of streaming service r
kn

r kn
r New and handover arrival rates for streaming service r
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si requests
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r Ph
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Bi Target blocking probability for the ith arrival class
Bn
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r Target blocking probability for service r new and handover
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