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Abstract: Wireless Sensor Networks (WSN) have experienced an important revitalization, particularly1

with the arrival of Internet of Things applications. In a general sense, a WSN can be composed2

of different classes of nodes, having different characteristics or requirements (heterogeneity).3

Duty-cycling is a popular technique used in WSN, that allows nodes to sleep and wake up periodically4

in order to save energy. We believe that the modeling and performance evaluation of heterogeneous5

WSN with priorities operating in duty-cycling, being of capital importance for their correct design and6

successful deployment, have not been sufficiently explored. The present work presents a performance7

evaluation study of a WSN with these features. For a scenario with two classes of nodes composing the8

network, each with a different channel access priority, an approximate analytical model is developed9

with a pair of two-dimensional discrete-time Markov chains. Note that the same modeling approach10

can be used to analyze networks with a larger number of classes. Performance parameters such11

as average packet delay, throughput and average energy consumption are obtained. Analytical12

results are validated by simulation, showing accurate results. Furthermore, a new procedure to13

determine the energy consumption of nodes is proposed that significantly improves the accuracy14

of previous proposals. We provide quantitative evidences showing that the energy consumption15

accuracy improvement can be up to two orders of magnitude.16

Keywords: Discrete-time Markov chain (DTMC) model; Duty-cycled MAC protocols; Heterogeneous17

wireless sensor networks; Performance evaluation.18

1. Introduction19

A Wireless Sensor Network (WSN) is a collection of nodes, considered energy-constrained20

devices as they are powered by batteries, that cooperatively perform data collection, processing and21

communication activities. Some areas of application for WSN are in medical, industrial, agricultural22

and environmental monitoring. The technological evolution of sensors promise to facilitate the23

integration of WSN with the Internet of Things (IoT) and, therefore, improve applications such as24

the distribution of intelligent services (smart grid, smart water), intelligent transport systems (ITS)25

and smart homes [1–5]. However, efficient energy deployment is a crucial issue in WSN. Among the26

operations performed by nodes, the medium access coordinated by the Medium Access Control (MAC)27

protocol, and the consequent data transmission, consume a significant amount of energy [6,7].28

Some recent WSN MAC protocol developments employ duty-cycling (DC) to save energy and29

maximizing the WSN lifetime. In WSN MAC protocols operating with DC, idle nodes stay in the30

sleep mode in order to save energy. Nodes wake up only during packet exchange periods. Medium31

access in WSN is based on contention deploying a Carrier Sense Multiple Access and Collision32
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Avoidance (CSMA/CA) mechanism, and the Request to send/Clear to send/DATA/Acknowledgment33

(RTS/CTS/DATA/ACK) handshake [8,9]. S-MAC (Sensor-MAC) was the first WSN MAC protocol34

that implemented DC, and remains one of the most popular [10].35

A certain degree of heterogeneity is typically present in many WSN [11–15]. A common modeling36

approach for heterogeneous WSN is to define different classes of nodes, and with different traffic37

patterns [16]. In our study, in addition, different node classes have different channel access priorities.38

For example, WSN deployments in emergency scenarios, such as fires, earthquakes or some medical39

applications, require that nodes send data towards a control center as soon as events occur. Therefore,40

nodes sending emergency data need to have medium access priority over other network nodes.41

The modeling and performance evaluation of heterogeneous WSN with priorities operating in42

DC, being of capital importance for their correct design and successful deployment, have not been43

sufficiently explored. Most MAC protocols that deploy CSMA/CA are analytically modeled using44

Markov chains. Models in [17] and [18] are based on a discrete-time Markov chain (DTMC), allowing45

the characterization of the evolution of the state of the network along time. These models are relative46

simple and accurate enough, but they cannot be directly applied to the performance evaluation of47

synchronous MAC protocols that use DC.48

In [19–22] we find recent examples of the application of DTMC to the modeling and performance49

evaluation of homogeneous WSN scenarios operating in DC without priorities. The models proposed50

in [19] and [20] assume that the state of nodes are mutually independent, even though there is a certain51

degree of dependency between them in practice [21]. All these models were designed considering52

homogeneous scenarios, where nodes behave in the same way in terms of load. Therefore, these53

models do not consider the possibility of different loads or different channel access priorities.54

Markov-based models for heterogeneous scenarios were presented in [23] and [24]. In [23],55

different classes of nodes are considered, including the assignment of different packet arrival rates for56

each class, but all nodes have the same access priority. In [24], priority schemes including different57

classes of nodes are considered, but without the possibility of different arrival rates, or different58

number of nodes per class. Although these models evaluate heterogeneous scenarios for WSN, they59

cannot be directly applied to WSN using a DC mechanism.60

In [25], a preliminary performance evaluation model for WSN operating in DC that supports61

multiple classes of nodes was presented. For each class, the model allows to independently configure62

access priority, number of nodes per class, and packet arrival rate to nodes of the class (load). For63

clarity, we will refer to the MAC protocol proposed in [25] as Priority Sink Access MAC (PSA-MAC).64

Previous schemes for energy consumption computation were based on procedures that did not65

fully exploit the system stationary distribution. Different intermediate terms were defined that lead to66

a less intuitive, less systematic, and less accurate procedure for energy consumption computation. See67

for example [19–22,25]. However, in this paper we propose a novel computation method that is simple68

and accurate, as discussed later.69

Two are the main contributions of this paper. First, the analytical modeling and performance70

evaluation of a WSN where nodes deploy a MAC protocol that uses CSMA/CA, a DC mechanism71

such as the one used in PSA-MAC, and support different loads and access priorities. For a scenario72

with two classes of nodes composing the network, each with a different access priority, an approximate73

analytical model is developed with a pair of two-dimensional DTMC (2D-DTMC). Note that the same74

modeling approach can be used to analyze networks with a larger number of classes, as described in75

Section 3.3. This model extends the capability of the models presented in [21] in order to allow the76

modeling of different classes of nodes with different access priority assignments in heterogeneous77

network scenarios.78

Second, the proposal of a new method to determine the energy consumption of a node, that is79

more intuitive and systematic than those considered before. In addition, this method substantially80

outperforms previous ones in terms of accuracy, when results are compared with those obtained by81

simulation.82
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The rest of the article is organized as follows. In Section 2, the network scenario is presented and83

the model assumptions are defined. The mathematical model of the system is presented in Section 3.84

The analysis to determine the performance parameters is developed in Section 4. The results and their85

discussion is presented in Section 5. Finally, the conclusions are presented in Section 6.86

2. Network scenario87

2.1. PSA-MAC Protocol88

As in most MAC protocols operating in DC, in PSA-MAC the time is divided in cycles of equal89

duration T, and each cycle consists of an active and sleep period, as in Fig. 1. The active period is90

subdivided in two parts: the sync period of fixed duration Tsync, where SYNC packets are exchanged;91

and the data period, where DATA packets are exchanged.92

Active  period Sleep period 

t

Cycle

Active  period Sleep period 

sync

t

Cycle

data

Figure 1. An operation cycle with the active and sleep periods.

During a sync period, nodes choose a sleep-awake schedule and exchange it with their neighbors93

using SYNC packets. These packets include the transmitter node address and the start time of their94

next active period. With this information, nodes coordinate to wake up simultaneously at the beginning95

of each sync period. SYNC and DATA packets are transmitted using the CSMA/CA contention96

mechanism in order to access the channel. In CSMA/CA active nodes generate a random backoff time,97

and perform a channel carrier sensing procedure. A node is considered active when it has packets to98

transmit. If the channel is idle when the backoff timer expires, then nodes transmit a packet using the99

RTS/CTS/DATA/ACK handshake. When a winning node receives a CTS in response to its previous100

RTS, it transmits the SYNC or DATA packet, and waits for the ACK.101

During the data period, nodes transmit DATA packets. Active nodes generate a new backoff time102

at each data period initiation, and perform carrier sense before accessing the channel. In PSA-MAC,103

during the data period a node goes to sleep mode until the beginning of the next sync or data period104

when: i) it loses the contention (hears a busy medium before its backoff time expires); ii) it encounters a105

RTS collision; iii) after a successful transmission (only one packet per cycle is transmitted).106

2.2. Network operation and assumptions107

We consider a heterogeneous WSN with N nodes of different classes, where all nodes listen to108

each other and send packets to a common sink node, as for example in Fig. 2.109

RN1

RN2

Sink

C2C1

C2

C1RN1

RN2

Sink

C2C1

C2

C1

Figure 2. Heterogeneous WSN with two classes of nodes. Class 1 nodes (C1) have channel access
priority over class 2 nodes (C2). One reference node (RN) per class is defined.
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The scenario consists of a single cell cluster, but multiple cluster together may configure a110

larger network. In this work, the scenario of a single cluster is studied. Two classes of nodes are111

considered, and we assume that class 1 nodes have medium access priority over class 2 nodes. Other112

assumptions considered in this study are: i) the sink node only receives packets, never transmits;113

ii) for realistic scenarios, it has been shown that one or two retransmissions are enough to transmit114

a packet successfully [21]. Then, for simplicity, we consider an infinite retransmissions model, as a115

simpler modeling alternative to the more complex model of finite retransmissions; iii) from the MAC116

perspective, the channel is ideal (error-free); iv) packets arrive to the buffer (queue) of a node following117

a renewal process, and the number of packets that arrive in each cycle is characterized by independent118

and identically distributed random variables.119

In the evaluated scenario, as expected, the sink responds to each received data packet with120

the corresponding CTS and ACK. In some scenarios, the sink might also send data to nodes, either121

configuration or data packets. However, in most applications, the desired information is typically122

collected by the sensor nodes, and aggregated at the sink before being forwarded upstream. For123

example, health monitoring applications [26]. As the load of configuration traffic, if present, should be124

typically small and sporadic, we have not included it in the model. Nevertheless, sink traffic can be125

included in the network, associating it to one or both of the two considered classes. For scenarios where126

the traffic offered by the sink to the nodes of a class is similar to the one offered by the rest of nodes of127

the same class (homogeneous load case), please refer to [21]. There, a single class is considered, the128

sink is considered as another class member node, and all class member nodes exchange packets among129

themselves.130

The modeling approach can also be extended to scenarios with a non-ideal channel. For example,131

in [27] a DTMC model is proposed to investigate the impact of channel impairments on the performance132

of a single class WSN with no priorities, where the packet error probability depends on the packet133

length. The model in [27] can be readily adapted to a scenario with priorities as the one studied in this134

paper. Please refer to Section 3.3 for further details.135

Each node has a finite buffer with a storage capacity of Q packets, that are served according to a136

FIFO discipline. For simplicity, we assume that the number of packets arriving to a buffer per cycle137

follows a discrete Poisson distribution of mean λT, where λ is the packet arrival rate and T is the cycle138

duration. However, the proposed analytical model is generic enough to support any other distribution.139

For class 1 nodes, the nodes with the highest channel access priority, we consider low traffic loads,140

since in realistic application, for instance emergencies, the high priority information to transmit is141

small and sporadic. Nerveless, the proposed model supports any load for class 1 nodes.142

2.3. Assignment of medium access priorities143

A way to prioritize the medium access for class 1 nodes over the class 2 nodes, is to assure that144

class 1 devices complete the medium access procedure before class 2 devices. Figure 3 shows the145

medium access procedure for both classes along time, where the sync period for both classes of nodes146

has been omitted.147

RN2

sleep period

RN1

data period 

data period

W1

W2

sleep period  

RTS/CTS/DATA/ACK  
(Class 1)

RTS/CTS/DATA/ACK  
(Class )

t

t

Figure 3. Operation of the MAC protocol for both classes of nodes.
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In the proposed WSN operation, the medium access priority is granted to class 1 nodes by148

following the next access procedure. At the beginning of a cycle, only active class 1 nodes trigger149

the medium access and contend for medium access among themselves. Active class 2 nodes wake up150

just after the class 1 contention window (W1) has ended, and if they detect an idle medium, they will151

proceed to transmit, activating their own contention mechanism. If class 2 nodes detect the medium152

occupied at that instant, they return to sleep mode, and wake up again at the next cycle. We assume that153

the duration of a packet transmitted by a class 1 node is longer than W1.154

3. System model155

The expressions developed in Section 3 and 4, are equally applicable to both classes of nodes.156

We use a generic notation to define the model parameters associated to any of the two node classes,157

unless otherwise specified. For description convenience, one node of each class is selected arbitrarily158

as reference node, RN1 and RN2.159

3.1. Access to the medium160

Active nodes generate random backoff times selected from the interval [0, W − 1]. When the RN161

is active, it transmits a packet successfully if the other contending nodes choose backoff times larger162

than the one chosen by the RN. The packet transmitted by the RN will collide (fail) when the RN, and163

one o more of the other contending nodes, choose the same backoff time, and this backoff time is the164

smallest of those generated in the current cycle. If the backoff time generated by the RN is not the165

smallest one, two outcomes are possible: i) another node is able to transmit successfully; ii) other nodes166

will collide when transmitting. Nodes that loose the contention (because they hear a busy medium167

before their backoff time expires), or find an RTS packet collision, go to sleep mode and remain in that168

mode until the active period of the next cycle.169

For notation simplicity, N denotes the number of nodes of a given class. Considering a cycle170

where the RN is active, k denotes the number of nodes that are also active in the same cycle, besides171

the RN, 0 ≤ k ≤ K = N − 1.172

Let Ps,k, Ps f ,k and Pf ,k, be the probabilities that the RN transmits a packet successfully, transmits a173

packet (successfully or with collision), and transmits with failure (collision), respectively, when the RN174

contends with other k nodes. Then,175

Ps,k =
W−1

∑
i=0

1
W

(
W − 1− i

W

)k
, (1)

Ps f ,k =
W−1

∑
i=0

1
W

(
W − i

W

)k
, (2)

Pf ,k = Ps f ,k − Ps,k =
1

W
. (3)

Note that Ps,k is the probability that the RN chooses a backoff value from the interval [0, W − 1], and176

the other k nodes choose a larger value. Probabilities Ps f ,k and Pf ,k can be described in similar terms.177

Conditioned on a successful or unsuccessful packet transmission by the RN, when contending178

with other k nodes, the average backoff times are given by,179

BTs,k =
1

Ps,k

W−1

∑
i=0

i · 1
W

(
W − 1− i

W

)k
, (4)

BTf ,k =
W−1

∑
i=0

i ·

[(
W − i

W

)k
−
(

W − 1− i
W

)k
]

. (5)
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3.2. System with two classes and priorities180

In this Subsection, we model the time evolution of the number of packets in the queue of RN1181

and RN2, and the number of active nodes in the network, by a pair of 2D-DTMC, one chain for each182

node class. The state of each node class is represented by the tuple (i, m), where i, i ≤ Q, is the number183

of packets in the queue of the RN, and m, m ≤ K = N − 1, is the number of active nodes of the184

corresponding class other than the RN.185

Let P(i,m),(j,n) be the transition probability from state (i, m) to state (j, n). The first 2D-DTMC is186

adapted from [21], and is proposed to describe the time evolution of the state of class 1 nodes. The187

second 2D-DTMC is taken from [25], and is proposed to describe the time evolution of the state of188

class 2 nodes. For clarity and paper length limitations, the transition probabilities of both 2D-DTMC189

are presented in detail in [28].190

Note that the representation of the network state is an approximation. For each class, the state of191

the set of nodes other than the RN is approximated using only the m parameter [21,22]. As it will be192

justified later, this approximation provides very accurate results.193

3.3. Solution of the pair of 2D-DTMC194

The solution of each of these 2D-DTMC can be obtained by solving the following system of linear195

equations,196

πP = π, πe = 1 , (6)

where π = [π(i, k)] is the stationary distribution, P is the transition probability matrix, whose elements197

are defined in [28] (Table 1 for class 1 nodes, and Table 2 for class 2 nodes), and e is a column vector of198

ones.199

The probability Ps that the RN transmits a packet successfully in a random cycle, conditioned on200

the RN being active in that cycle, is given by,201

Ps =
1
G

Q

∑
i=1

K

∑
k=0

π(i, k) · Ps,k, (7)

G =
Q

∑
i=1

K

∑
k=0

π(i, k) = 1−
K

∑
k=0

π(0, k). (8)

As observed in [28], to determine the stationary distribution Ps is required, i.e., the stationary202

distribution is a function of Ps, π(Ps). By solving the set of equations (6), π(Ps) can be determined for203

a given Ps. Then, a new Ps can be obtained from (7). We follow a fixed-point iteration procedure and204

denote its solution by π.205

To determine the solution of the second 2D-DTMC, the solution of the first 2D-DTMC is required.206

In particular, one of the parameters of the second 2D-DTMC is the fraction of time (cycles) that the207

channel remains idle due to the inactivity of the high priority nodes (class 1 nodes), R1,0 = π1(0, 0),208

where π1 is the stationary distribution of the first 2D-DTMC.209

For a system with a larger number of priorities, the solution of the stationary distribution of any210

priority class, would previously require the solution of stationary distributions of all higher priority211

classes. Please refer to [28] for additional details.212

4. Performance parameters213

In this Section we define different expressions to determine the throughput, average packet delay214

and average energy consumption per cycle. The following expressions are applicable to both classes of215

nodes.216
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4.1. Throughput217

The node throughput η is defined as the average number of packets successfully transmitted by a218

node in a cycle, and it is determined by,219

η =
Q

∑
i=1

K

∑
k=0

π(i, k) · Ps,k . (9)

In a network of N nodes, the aggregated throughput, Th, expressed in packets per cycle is220

obtained as,221

Th = N · η . (10)

4.2. Average packet delay222

Let D be the average delay (in cycles) that a packet experiences from its arrival until its successful223

transmission. Then, D can be determined by applying Little’s law,224

D =
Nav

η
, (11)

Nav =
Q

∑
i=0

iπi, (12)

πi =
K

∑
k=0

π(i, k) . (13)

Note that πi is the stationary probability of finding i packets in the queue of the RN, and Nav is225

the average number of packets in the RN queue.226

4.3. New improved method to determine the average energy consumption227

As observed in Fig. 1, the active period of a cycle is subdivided in a sync and a data periods. The228

energy consumed during the active period represents the most significant contribution to the total229

energy consumption. In this Section we compute the average energy consumed by the RN in the data230

period. Note that only the energy consumed by the radio frequency transceiver is considered. The231

energy consumed by sensor nodes due to events related to specific sensing tasks is dependent on the232

specific application. Then, as it does not depend on the MAC, it is not included in this study.233

Let Etx
s , Etx

f and Eoh, be the average energy consumption per cycle terms, when the RN transmits234

successfully, it transmits with failure (collision), and when it overhears other node transmissions,235

respectively. Then, the average energy consumed by the RN per cycle is given by,236

Ed = Etx
s + Etx

f + Eoh . (14)

Etx
s is obtained as,237

Etx
s =

Q

∑
i=1

K

∑
k=0

π(i, k)Ps,k(Ptx
s,1 + Ptx

s,2 + Prx
s + BTs,kPrx), (15)

Ptx
s,1 = tRTSPtx, Ptx

s,2 = tDATAPtx, (16)

Prx
s =

[
tCTS + tACK + 4Dp

]
Prx. (17)
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where tRTS, tDATA, tCTS and tACK, are the transmission times for the RTS, DATA, CTS and ACK238

packets, respectively. Ptx and Prx are the transmission and reception power levels, and Dp is the239

one-way propagation delay. The term Etx
f is determined by,240

Etx
f =

Q

∑
i=1

K

∑
k=0

π(i, k)Pf ,k(Ptx
f + BTf ,kPrx + Prx

f ), (18)

Ptx
f = tRTSPtx, Prx

f = 2DpPrx, (19)

Finally, Eoh is obtained by,241

Eoh =
Q

∑
i=1

K

∑
k=0

π(i, k)[kPs,k(BTs,kPrx) + P̂f ,k(BTf ,kPrx)], (20)

P̂f ,k =
W

∑
i=1

[
k

∑
n=2

(
k
n

)(
1

W

)n (W − i
W

)k−n+1
]

. (21)

(22)

where P̂f ,k is the probability that two or more of the other k nodes different from the RN choose the242

smallest backoff value, and therefore, smaller than the backoff value chosen by the RN. In this case, the243

RN will loose the contention, and the other two or more k nodes will transmit with collision.244

In summary, an active RN overhears the channel when: i) one of the other k nodes transmits245

successfully (with probability kPs,k); or ii) two or more of the other k nodes collide (with probability246

P̂f ,k). Note that if the RN is not active, it will not listen to the channel, as we assume that the sink only247

receives and never transmits.248

For class 2 nodes, the same expressions are applied to obtain the energy consumed during the249

active period Ed2. However, an additional term must be added to account for the energy consumed by250

class 2 nodes to sense the channel when they wake up but they sense a busy channel. We denote this251

term as E0 = ts · Prx, where ts is the duration of one time slot.252

Let E1 and E2 be the average energy consumed by class 1 and class 2 nodes per cycle, respectively.253

The final expressions to determine the energy consumption for both classes of nodes are given by,254

E1 = Ed1, (23)

E2 = (1− R1,0)E0 + R1,0 · Ed2. (24)

where R1,0 is the stationary probability of finding no active class 1 nodes in a cycle (fraction of cycles255

where all class 1 nodes are inactive). As E0 ≈ 0, we approximate E2 ≈ R1,0 · Ed2 .256

The proposed model to determine the energy consumed by a node allows to accurately predict257

the lifetime of a node of any priority class in the network. When nodes start operating with different258

battery levels, as nodes deplete their batteries, they can be removed from the network, and then a new259

stationary distribution must be computed.260

4.3.1. Performance evaluation of the improved method to determine energy consumption261

The new procedure to determine the energy consumed by a node per cycle was described in262

Subsection 4.3. In this Subsection we highlight its advantage in terms of accuracy improvement,263

particularly for class 2 nodes, with respect to the energy consumption computation method proposed264

in [19–22,25].265

As a summary, we will say that previous procedures required the computation of additional266

intermediate terms (see Section IV.C, from [25]), in addition to the stationary distribution π(i, k).267

However, the new procedure described by equations (14) to (20), only requires π(i, k).268
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As an example, Table 1 shows the relative error of the energy consumption of class 2 nodes269

computed in two specific scenarios defined in Section 5. To highlight the difference with the previous270

computation method in [25], we have chosen two operating points where the worst accuracy is271

obtained. Note that relative values are obtained as |x− y|/y, where x is the value obtained by the272

corresponding analytical computation procedure and y is the value obtained by simulation.273

As shown, on average, the new computation method considerably outperforms the previous one,274

by up to two orders of magnitude. In addition, it is more systematic and intuitive than previous one,275

as it uses the stationary probability distribution more efficiently in the computation process.276

Table 1. Relative errors for the two energy computation methods

Class 2

Scenario 1 Scenario 2

λ2 = 2.5 Old New
λ2 = 1.5 Old New

3.851 % 0.569 % 4.953 % 0.036 %

5. Numerical Results277

5.1. 2D-DTMC model validation278

Results obtained from the proposed 2D-DTMC analytical model are validated by simulation. We279

have developed a discrete event simulator in C language that implements the physical transmission280

scheme, and describes the time evolution of the sensor network state. At each cycle, each sensor281

receives packets according to a given discrete distribution. If a sensor has packets in its buffer, it282

contends with other nodes for channel access, and if it wins, it then transmits a DATA packet according283

to the described transmission scheme.284

Simulation results are completely independent from those obtained by the analytical model. That285

is, the computation of the performance metrics by simulation does not use neither the system state286

representation, nor its stationary distribution, nor the mathematical expressions developed for the287

analytical model. The simulation results presented later are average values of measurements carried288

out along 108 cycles. We have obtained confidence intervals with a 95 % confidence level. However,289

as they are very small, for clarity they have been mostly omitted. For illustration purposes and as290

examples, confidence intervals are drawn for the top curves of Fig. 4, 7, 8 and 9.291

In the following Subsections we show performance results obtained by the analytical model292

and by simulation. Simulation results are represented with red confidence intervals or red markers.293

Analytical results are represented with lines, or lines and markers. In many cases the markers of294

analytical and simulation results totally overlap, and they are difficult to distinguish. In particular, red295

markers (simulation results) overlap and hide markers depicted with other colors (analytical results),296

that are the ones shown in the legends of the corresponding figures. As an example, in Fig. 4, the297

average delay of the successfully transmitted packets is shown for both classes of nodes. Clearly,298

analytical and simulation results perfectly match, confirming that the analytical model is very accurate.299

5.2. Scenarios and parameter configuration300

In this Section, the performance of a WSN, such as the one illustrated in Fig. 2, is evaluated. We301

have considered two classes of nodes (1 and 2), with N1 and N2 populations. We have studied two302

scenarios (SC1 and SC2) with different configurations for each class of nodes, in terms of load and303

population. Configuration parameters are summarized in Table 2 [29]. The performance parameters of304

interest are: average packet delay, throughput and average energy consumption.305
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Table 2. Parameter configuration

Cycle duration (T) 60 ms Propagation Delay (Dp) 0.1 µs

tSYNC, tRTS, tCTS and tACK 0.18 ms Slot time (ts) 0.1 ms

tDATA 1.716 ms Contention window (W) 128 slots

DATA packet size 50 bytes Buffer size(Q) 5 packets

Transmission power (Ptx) 52 mW Reception power (Prx) 59 mW

Number of nodes Arrival packet rate (packets/s)

N1 = 5 (SC1 and SC2) λ1 = {0.5, 1.0}
N2 = 3N1 = 15 (SC1), N2 = 4N1 = 20 (SC2) λ2 = [0.5, 4.5]

For simplicity, in the evaluation scenario defined in this section, we have considered that nodes306

have sufficient energy so that the stationary regime is achieved before the battery of any node is307

depleted. When appropriately configured, the stationary regime is achieved after a small number308

of cycles. When nodes do not have the same initial energy, nodes that deplete their batteries stop309

operating, and, for modeling purposes, can be removed from the network. The proposed energy310

consumption procedure allows to predict with excellent accuracy the lifetime of a node with a given311

initial energy. Once the population of nodes of each class is readjusted, the model can be solved again312

until the next node stops operating.313

5.3. Average packet delay314

Figure 4 shows the average packet delay expressed in cycles, for both classes of nodes in SC1, and315

for two packet arrival rates for class 1 nodes (λ1).316
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Figure 4. Average packet delay for both classes in SC1.

We denote by D1 and D2 the average delay of packets transmitted successfully by nodes of class317

1 and class 2, respectively. Observe in Fig. 4 that D1 is constant for the load range studied, as class 1318

packets have access priority, and λ1 and N1 are both constant. Besides, it takes a very low value as we319

study realistic scenarios where class 1 nodes generate a small and sporadic load.320

However, for nodes of class 2, the packet arrival rate takes values in the range λ2 ∈ [0.5, 4.5]. Note321

that the fraction of class 2 packets that collide increases with λ2. As the number of retransmissions322

increase, D2 also increases. Note also that as class 1 traffic load increases, class 2 nodes perceive the323

channel as busy for longer periods. Therefore, class 2 nodes take longer to transmit their packets and324

their delay increases.325

Note that D1 does not increase when λ1 increases from 0.5 to 1 packets/s, as for both load values326

the queues of class 1 nodes remain almost empty most of the time, i.e., nodes remain idle an access the327

channel rarely. Then, when a packet arrives it is transmitted immediately, without neither delay nor328

collision.329
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Figure 5 shows the evolution of the average delay for class 2 nodes with λ1 in both scenarios,330

and with different λ1 values. Note that for SC1, N2 = 3N1, and for SC2, N2 = 4N1. Curves show331

that D2 increases rapidly with λ2, until approximately λ2 = 1. For higher loads, D2 increases slowly.332

As expected in SC2, where the number of nodes is larger, D2 takes values higher than in SC1. When333

the number of nodes increases, contention also increases, and it takes longer to access the channel.334

Therefore, packets wait longer in the queue before being transmitted. In addition, more collisions and,335

hence, more retransmissions occur. Observe also that D2 increases with λ1. This can be explained in336

the same terms as those used to explain the results of Fig. 4.337
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Figure 5. Average packet delay for class 2 in SC1 and SC2.
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Figure 6. Average packet delay for class 2 in SC1, W1 = 16, λ = 0.5.

Figure 6 shows the evolution of the average delay for class 2 nodes with λ2 with different338

contention window sizes W2 in SC1. Results for Fig. 6 (and Fig. 10, shown later) have been obtained339

with the following configuration changes: W1 = 16 and W2 = {16, 64, 128, 256}. Note that in our model,340

the priority assignment is not affected by the contention window size, as explained in Section 2.3. The341

changes for W1 and W2 do not modify the defined priority, but influence the delay. W1 = 16 has been342

chosen because being N1 small, the collision probability does not significant change for larger the W1343

values. Recall that the collision probability was defined in (3). In addition, it has been observed that344

D1 does not significantly change when W1 > 16.345

However, for class 2 nodes, there is a significant impact when the value of W2 changes. The346

probability that two or more backoff timer values for class 2 nodes coincide increases as W2 decreases.347

Figure 6 clearly shows the effect of W2 in D2. For a fixed load, when W2 increases, the probability of348

collision decreases, and therefore D2 decreases.349
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5.4. Throughput350

Figure 7 shows the throughput per class 2 node for both scenarios. In both scenarios, η2 reaches351

the saturation level for loads of approximately λ2 = 1, observing a relatively constant behavior for352

higher loads. In addition, note that η2 is higher in SC1 than in SC2. This is because in SC1 the number353

of nodes is smaller and, therefore, there is less channel contention.354
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Figure 7. Throughput per node for class 2. SC1 and SC2, λ = 0.5.
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Figure 8. Aggregated throughput for both classes. N1 = 5,λ1 = 0.5, λ2 = 1.5.

Figure 8 shows the aggregated throughput for both classes of nodes as a function of N2. Results355

are obtained with the following general configuration changes: N2 = [5, 30], λ2 = 1.5 . Observe356

that Th2 reaches a maximum for N2 = 10, and for higher N2 values it decreases gradually. Clearly,357

Th2 decreases because as N2 increases, the contention increases, collisions increase, retransmissions358

increase, and the average packet delay increases. However, Th1 remains constant as N1 is kept constant,359

and class 2 nodes have no influence on the perception that class 1 nodes have of the state of the channel.360

5.5. Average energy consumption361

Figure 9 shows the average energy consumption per node and per cycle for both classes of nodes,362

expressed in millijoules (mJ). Note that the energy consumption of class 2 nodes is higher in SC1363

than in SC2. This scenario of higher energy consumption corresponds to the scenario where a higher364

throughput per node is achieved (Fig. 7). Larger throughput values imply that more transmissions365

occur, leading to a higher activity of nodes and, therefore, to a grater energy consumption.366

Figure 9 also shows that E1 is lower than E2, and constant with λ2. This is due to the fact that class367

1 nodes have priority over class 2 nodes. For class 2 nodes, the packet arrival rate takes values in the368

interval λ2 ∈ [0.5, 4.5], and the number of nodes in the network is different for each scenario. Observe369

in Fig. 9 an initial linear increase of the energy consumption for class 2 nodes in both scenarios. At370
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λ2 = 1 packets/s approximately, the saturation load is reached and the activity of nodes, as well as371

their energy consumption, also reaches its limit.372
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Figure 9. Average energy consumption for both classes. SC1, SC2, λ1 = 0.5.
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Figure 10. Average energy consumption for class 2. SC1, W1 = 16, λ1 = 0.5.

Figure 10 shows the average energy consumption for class 2 nodes in SC1, when W1 = 16 and373

W2 = {16, 64, 128, 256}. Note that E2 increases with W2. As the contention window W2 increases, the374

collision probability decreases, and E2 increases. With larger window sizes, on average, the carrier375

sense mechanism remains active longer listening to the channel, the throughput of nodes increases376

and the energy consumption increases. On the other hand, if W2 decreases, the energy consumption377

per node also decreases. However, when W2 decreases, D2 increases, as discussed in Fig. 6.378

As an example, note that the proposed model can be used to appropriately set W2. As observed,379

W2 = 64 might be a good compromise, as the energy consumption increases moderately when380

compared to W2 = 16 (by a factor of 2), and the delay is almost halved, as shown in Fig. 6. However,381

by increasing W2 beyond 64, the delay decreases only slightly but the energy consumption drastically382

increases.383

6. Conclusions384

We have developed a novel approximate analytical model to evaluate the performance of a385

wireless sensor network that that operates with a synchronous duty-cycle mechanism. The network is386

composed of different node classes with different traffic requirements and channel access priorities.387

As an example, for a scenario with two classes of nodes, each with a different access priority,388

the analytical model is based on two two-dimensional DTMC, and it is solved for different scenarios.389

Multiple performance parameters are obtained such as the average packet delay, throughput and390

average energy consumption.391

The model is quite flexible and can be extended to a number of different scenarios. For example,392

when more than two priorities are deployed, when the channel is error-prone, when the sink not only393

receives data packets but also transmits, or when the battery level of nodes are not equal.394
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A novel procedure has been proposed to determine the average energy consumed by the network395

nodes. Its most remarkable features are that it is simpler, and more systematic, than other alternative396

methods found in literature. In addition, results obtained with the new energy computation procedure397

are more accurate than those obtained by previous proposals. We provide evidences showing that the398

accuracy improvement can be between one and two orders of magnitude.399

The results of the study show the impact that the incorporation of priorities has on the performance400

parameters. As expected, for two node classes, the performance of nodes with channel access priority401

is not affected by the low priority traffic load. In addition, for moderately low loads of high priority402

traffic, the delay obtained by the high priority packets is negligible. The obtained results confirm the403

suitability of the proposed model for the performance evaluation of WSN deployed in emergency404

scenarios.405
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