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Abstract

We evaluated the impact that new session retrials have guettiermance of a mobile cellular network
which deploys a fractional number of guard channels, a gé®ukandover sessions and an exponential
deadline for serving those requests, modeling in this wayotrerlapping area between cells. To solve the
Markov model we introduced an approximate methodology Wwigcsubstantially more accurate than pre-
vious ones, while increasing the computation cost only inatly. Results show that deploying a handover
gueue and a fractional number of guard channels help to wepsgstem capacity while guaranteeing a
given QoS objective. Finally, we evaluated the magnitudéhefover-dimensioning that takes place when
retrials are perceived as an increment in the arrival rateeef sessions, showing that it can be severe when
the terminals retry persistently as occurs when equippédavitomatic redialing.

Keywords— Cellular networks, fractional guard channel, retrials, quasi—birth—and—death process.

1 Introduction

A common assumption when evaluating the performance of aamwation systems is that users that do not
obtain an immediate service leave the system without r@ryjiiowever, due to the increasing number of users
and the complexity of current systems the impact of retig@iw longer negligible, and this is particularly true
in mobile cellular networks [1]. The impact of retrials haseh extensively studied mostly in fixed networks,
see for example [2] and references therein. Neverthelesgrbblem of customer retrials in mobile networks
is different from the problem in fixed networks due to the sdg of maintaining the communication while
the terminal is moving.

Recently, different papers studied the customer retriahpimenon in a mobile network context by analy-
tical [3, 4] or simulation [5, 6] models. The common appro&to deploy a multiserver model with a finite or
infinite customer population and no waiting facility, whétecked sessions either new or both new and hando-
ver, can retry indefinitely. Customer impatience is als@tainto account by using a geometric distribution for
the number of retrials. Also, an integer number of guard nkbmis deployed to limit the probability of forced
session termination, because from the customer point of the forced termination of an ongoing session is
less desirable than blocking a new one.

Handover queueing schemes have also been proposed as atmkiraitshe probability of forced session
termination, see for example [7] and references thereirditiahally, deploying a fractional amount of guard
channels allows the operator to limit with more precisiom phobability of forced session termination and as a
result to achieve a higher system capacity [8].

*This work has been supported by the Spanish Government (8@8&), and the European Commission (FEDER, 70%) through the
projects TIC2003-08272 and TEC2004-06437-C05-01.
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We analyze a model in which blocked new session arrivalg egtd customer impatience is being accounted
for by using a geometric distribution for the number of @i Blocked handover sessions are queued but an
exponential deadline is defined beyond which a sessiondégdiaio terminate, which models the time spent by
handover sessions in the overlapping area between adjeesht It is clear that a new session is not granted
a server while queued handover sessions exist, and themgfieuing is a handover prioritizing scheme. Our
model also supports the reservation of a fractional numbguard channels for handover sessions. We consider
that this model has not been sufficiently studied.

In the models studied in the literature, the population cawvdry large or even infinite, so the numerical
computation required to solve the model and to obtain valoiethe parameters of interest can be extremely
large in terms of memory space and CPU time, or even impassgibinany cases. Therefore, approximate
methodologies are needed like the one proposed in [3], whistudied in a mobile cellular network scenario
and it is based on grouping states according to the presemu of users in the retrial orbit.

We have developed a methodology to reduce the state spawoe Markov model in such a way that the ac-
curacy is not compromised and the computation cost is greadluced. Our approximation is a generalization
of the one in [3], where it was shown to be a good approximditorthe blocking probabilities. Notwithstan-
ding, the approximation in [3] is too simple to obtain ac¢anzalues for other common performance parameter
used in retrial systems like the immediate service proligl{iP;;), the delayed service probability’;) and
the non-service probabilityH,,), being P;; + Py, + P,s = 1. An additional feature of our proposal is that
allows a gradual transition from the model in [3] towards ¢ixact model.

The rest of the paper is structured as follows. Section 2ritesscthe model of the system, while Section 3
introduces the proposed approximation methodology, aetaduits performance and defines the performance
parameters of interest. Section 4 evaluates the impacthbatifferent features of the model have on system
performance. It also evaluates the magnitude of the oveeqisioning required to meet a given QoS objective
when retrials are perceived as an increment in the arrivalabnew sessions. Finally, Section 5 summarizes
the paper.

2 Model Description

The model under consideration is a cellular system wherh ealt is served by a unique base station. We
consider the homogeneous case where all cells are sttigtidentical, and consequently the global perfor-
mance of the system can be analyzed focusing on a singleucglér the assumption that neighboring cells
show independent random behavior.

Figure 1 displays the model that characterizes the cell ustlely, in which we consider two different
arrival streams. The first one with rakg represents new sessions that are initiated in the cell,fendecond
one with rate\,, represents the incoming flow of handovers entering the Ta.value of)\;, is determined by
assuming that the system is in statistical equilibrium dudefore the rate at which handover sessions enter and
exit a cell are equal [9]. Consequently, the incoming haedoate for the cell under study must be evaluated
numerically using a fixed point approximation. For the sakenathematical tractability we make the common
assumptions of Poisson arrival processes and expongrdiattibuted random variables.

In our model, when a new session request is blocked the cestmetries, at least once. In the case of
successive blockings, the customer reattempts with pilityalol — ;). The time between reattempts of the
same customer is exponentially distributed with rate).

For handover sessions, we consider that the resource tidloda the destination cell can be delayed while
crossing the overlapping area between adjacent cells. Vilelrtttat scenario by incorporating a FIFO queue of
finite capacity@; and by considering that the sojourn time in the overlappieg & exponentially distributed
with ratey.., which has been shown to be a good approximation [10].

The cell under study has a total 6f resource units, being the physical meaning of a unit of nessu
dependent on the specific technological implementatiomefradio interface. Without loss of generality, we
consider that each session occupies one resource unit.eEbms duration is exponentially distributed with
rate us and the cell residence time is exponentially distributethwéate,.,.. Hence, the resource holding time
in a cell is exponentially distributed with raje = us + u,-. The maximum time a handover request can be
queued is also exponentially distributed with rate- 15 + p!.

We deploy a Fractional Guard Channel (FGC) [11] admissiamrob policy, which divides the resource
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Figure 1: System model.

units into three groups: primary, secondary and one plrtieaserved resource unit (PRU). Primary resource
units can be assigned to both new and handover requests, tivdisecondary group is reserved for handovers.
The PRU can be assigned to both handover and new sessiost®dud in this last case, only with a certain
probability. The FGC policy is characterized by only onegmaetert (0 < ¢t < (), from which the number

of resource units in the primaryn) and secondary groum) and the probability that the PRU is allocated to a
new sessionsf() can be determined in the following wayt = [t|, f =t —mandn = C — (m + 1).

The order followed to allocate a resource unit when a handeaiest arrives is: primary group, PRU,
secondary group and, lastly, a position in the queue. If gsgament fails then the session is forced to
terminate. The resource allocation order followed whervasession request or a reattempt arrives is: primary
group and, if it is not possible, then the PRU with probapilit If the assignment is not possible the request is
rejected and the customer either retries again or abandben\& resource unit is released, it is assigned to the
handover request at the head of queue, if the queue is noyempt

3 Performance Analysis

Due to the model complexity, approximate methodologiesegaired to reduce the computation cost. We have
developed [12] a generalization of the approximation psegoin [3], which aggregates levels of the Markov
model beyond level).

The system described can be modelled as a quasi-birth-eath—¢QBD) [13] process with a state space
given by(i,j) : 0 < i < C+ Qp;0 < j < Q, wherei is the number of busy servers plus the number of
handovers queued ands the number of new sessions retrying, whea Q. Stategi, ) correspond to the
situation where&) or more users are retrying.

Figure 2 shows the state transition diagram for the proposedel. Two new parameters have been in-
troduced in the last columm/ denotes the average number of users retrying when thex@ aranore users
retrying, andp is the probability that after a successful retrial the nundfeusers retrying is bigger or equal
than@. By balancing the flux rates across the vertical cuts of #esition diagram it is not to difficult to show
that

. (1= f)m(m, Q) + S22 (i, Q)

(1= Nl(m, Q) +w(m. Q — 1)) + L2 [0, Q) + (i, Q - 1)]
Al = D, Q) + (m, Q = 1)] + ST (0, Q) + (i, Q — 1))

Hree 255 (0, Q) + (L= [)Pim(m, Q) + fr(m, Q) + P 252 (i, Q)]

As can be observed in Fig. 2 only transitions between stdtdgecame level or between adjacent levels
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Figure 2: State transition diagram.

are possible, thus the infinitesimal generdfphas the following block tridiagonal structure:
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0

The blocks ofQ are of sizeg(@ + 1) x (@ + 1) and their contents are defined in A.
The stationary probability distribution is obtained bywint) 7Q = 0 with the normalization condition
me = 1. If Qs a finite matrix, as in our case, this system can be solveappfthe standard methods defined

in classical linear algebra. However, we can exploit thecstire ofQ using the algortihm 0 defined in [14],

which allows us to reduce the computational cost.

Different performance parameters can be obtained fromtétiosary probability distribution like:
o Probability of a new session being block&st and probability of a new session being served in its first
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Figure 3: Impact of the approximation on the accuracy ofltesu

e Probability of obtaining service, but not in the first attémp

m—1Q—1 m—1 Q-1
Pl = (1| 3 (i) 4 M 3 7(6.Q) + £ 3 wtomad) + Mtm. Q)|

=0 j=0 1=0 7=0

e Probability of an impatient customer leaving the systenhauit having been served,

C+Qn Q-1 C+Qn Q-1
P = (1/2n umP[ > D nli)+M Yy w [Zy‘w(m,jHMw(m,Q)H
i=m+1 j=0 i=m+1 7=0

e For handover requests, we define the probability of a sessiny forced to terminaté’}; as a function

of the probability of a handover being blocked because treugus full P and the probability of a
handover request abandoning the quﬁgg,

h [ ) + Pai) h - P // &

— — . — r

Pry = M [P+ PR’ By =3 m(C+Qui; P > Z i-C
M ab §=0 1=C+1 j=0

4 Numerical Evaluation

In this section, we evaluate the impact that the differeatuies of the model have on the performance by
studying four different scenarios. In all the numericalrapées we have used the following default values for
the configuration parameters. The capacity of the systarh=s 32 resource units with a fractional threshold
of t = 31 and a handover queue of lengfh, = 1. The cell residence and session duration time satisfy:
pr/ps = 2, iy + s = 1 sessions/s. For the mean time in the handover area we)ggd = 10. For retrials,

we setP; = 0.2 andu,..; = 50 sessions/s, which is around five times the arrival rate shfsessions for a load
that represents the center of the load range of interest.

To solve the different QBD processes we deployed the apmation described in Section 3. Figure 3(a)
and Fig. 3(b) show the variation of the relatidhrob(Q)/Prob(exact) with @ for two different new session
arrival rates),, = 8 and 12 sessions/s, which correspond to scenarios that bemtéfined as quite loaded
and heavily loaded. The paramet@rob is one of the elements of the PP P”} being P* =
P} + P, Prob(exact) corresponds to the exact values aRgob(Q) corresponds to values obtained for
a given value of@. Therefore, the relatio®rob(Q)/Prob(exact) expresses the relative error when using
different values forQ. For the results displayed in the rest of the paper we Gged 6 which provides an
excellent precision with a very small computation cost.
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Figure 4: Performance evaluation.

4.1 Model evaluation

In this subsection, we illustrate the impact that the repfeenomenon has on the quality of service perceived
by customers. Figure 4(a) shows the behaviour of the blgckimbability for new sessions' = P}, + Py
with the arrival rate of new sessions. Ag increases, the blocking probability also increases. Naa¢ t
the blocking probability increases &3 decreases, i.e. as the probability that users leave thensydtie to
impatience decreases, which shows the negative impactrizfisén system performance. Similar conclusions
can be drawn for the variation of the forced termination pimlity displayed in Fig. 4(b).

We definen = (A, + Aret) /A @s the mean number of attempts per new session, i.e. the medenof
resource assignment requests per each fresh new sessrah asnere),... = E[(]u,.; IS the average reattempt
rate andE[¢] is the mean number of users in the retrial orbit. Figure 4{g)ldysn as a function of the new
session arrival rate,,. It is clear that asP; decreases the mean number attempts increases, but natice th
the increase jumps drastically frofy = 0.1 to P, = 0. Obviously,7n also increases with,,. We have also
represented the common performance parameters for tsg@ms in Fig. 4(d). As a typical scenario, we have
takenP; = 0.2.

4.2 Handover queue impact

In this subsection we quantify the impact of the handoveuguength ;) on system performance by means
of two different studies.
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Figure 5: Impact of the length of the queue for handover retsug);,).

First, Fig. 5(a) displays the impact ¢f, on the dimensioning process. The dimensioning processstens
of computing the minimum number of resource uiditeind threshold for a given new session arrival rakg,
in order to guarantee thdt' < 0.05 andeh < 0.005. As expected, higher values 6f are required as the
system load increases. Note that using a queue for handegeests @; # 0) has a positive effect, as less
resource units are required to achieve the quality of semfijective. Note also that only a few queue positions
are required to perceive the benefit and that deploying ahighmber of them do not have any impact, except
in overloaded scenarios.

Second, Fig. 5(b) shows the impact of the handover queud¢hl@mgthe probability of forced termination.
As seen, increasin@;, has a positive influence oﬁft. As before, small values fap;, are sufficient to benefit

from a reduction inP]iLt and higher values faf);, do not have any impact. It is also interesting to observe that
increasingl);, has a negligible impact of;".

4.3 Fractional guard channel impact

In this subsection we study the impact of the number of fometi guard channels on the system performance.
We use a dimensioning process similar to the one describibe jprevious subsection. Basically, we determine
the optimum value of in order to guarantee theﬂbh < 0.005.Figure 6(a) shows the requiredo meet the
quality of service objective, while Fig. 6(b) displays thariation of /' and Plf1 with the arrival rate of new
sessions when deploying the optimum valuet.ofin both figures, we display the results when reserving a
fractional number of guard channels (FGC) and an integeheurof them (GC). Observe that as system load
increases the required valuetodlecreases in order to meet tR# objective. This in turn decreases the mean
number of resources that new sessions have access tosingr@athis wayF;'. Note that the when deploying

a fractional number of guard channels the objective is mtt miore precision and, although not shown, more
traffic is carried.

4.4 Redimensioning with retrials

It is commonly accepted that if the retrial phenomenon i®igd during the planning phase a system over-
dimensioning might occur, basically due to the extra loaat the retries represent. In this subsection we
evaluate the magnitude of the over-dimensioning. For thipgse we dimension the system in two scenarios,
one in which the extra load is known to appear as a result oaletand a second one in which it is perceived
as an increment in the arrival rate of new sessiois=£ A\, + Act).

For each arrival rate of new sessions we obtain the retrdal(?g.;) according to the model of Fig. 1. In
the scenario where retrials are known to happen, the handateeis determined by balancing the input and
output handover rates to the cell. The same value for thedvandate is used when retrials are perceived as
an increment in the arrival rate of new sessions. Otherveiddégher handover rate would had been obtained
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making the comparison of both scenarios less realisticn Theedetermine the number of resource unitand
the optimum number of fractional guard channetequired to guarantee th&' < 0.05 andeh = 0.005.

Figure 7 displays the result of the dimensioning procesdinttvo scenarios described above and for
P, = 02andP, = 0. C. andt. are the number of resource units and fractional guard clsmequired
when using the model in which retrials are known to happen@nandt, are the same parameters but for the
scenario in which retrials are perceived as an incremefhgratrival rate of new sessions.

As observed in Fig. 7, the number of resource units requiteckases as load increases in both scenarios,
in order to met the quality of service requirements. Howgperceiving retrials as an increment in the arrival
rate of new sessions leads to a severe over-provisionirgialy whenP; = 0. Although the scenario with
P, = 0 might seem exaggerate, mobile terminals can be equippédawtomatic redialing [1] and therefore,
as observed in Fig. 4(c), considering a mean number of ie@i@und 10 for a moderate overload system
(A, = 10) is not too unrealistic.

5 Conclusion
We evaluated the impact that new session retrials have guettiermance of a mobile cellular network which

deploys a fractional number of guard channels, a queue futdwer sessions and an exponential deadline for
serving those requests. These las features model the ppiEidparea between adjacent cells. We considered

8



that such model has not been sufficiently explored in theslitee.

We developed an approximate methodology that is a genatializof a previous proposal, which precision
was not satisfactory when dealing with parameters differem blocking probabilities, like the probabilities of
immediate service, delayed service and no service. Ouppabjis substantially more accurate while increasing
the computation cost only marginally.

Results show that only a few waiting positions are requicgperceive a substantial reduction of the forced
termination probability. We also showed that deploying acfional number of guard channels allows the
operator to adjust the handover blocking probability withrenprecision. Deploying both a queue for handover
requests and a fractional number of guard channels helpsriegse system capacity while meeting the required
QoS objective.

Finally, we evaluated the magnitude of the over-provisigrniequired to meet a given QoS objective when
retrials are perceived as an increment in the arrival ratewof sessions, showing that it can be severe when the
terminals retry persistently as might occur when equippid automatic redialing.
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A Q blocks

Matricesv;" define the transitions from statésj) — (i + 1, k) and take the next values:

A 0 0 0 0 ]
Mret A 0 0 0
0 2pret A 0 0
vi = ret wheni € [0,m — 1]
0 0 0 ... A 0
|0 0 0 ... a A+0
M0 0 .. 0 X _
firet Mt fA 0 .0 0
0 2fptret Mt fAn .0 0
V,J{l = ) . : . : :
i 0 0 0 af M+ (B4 ) ]
vl = MIwhenie [m+1,C+ Q)

Wherel is a(@Q + 1) x (Q + 1) identity matrix.
Matricesv! define the transitions from statéis j) — (i, k) taking the next values:

v) = sIwhenic [0,m — 1]
I * (1—- 1) 0 e 0 0 ]
(1 = fpret Py * (I=Hin ... 0 0
. 0 2(1 — f)pirer P * 0 0
v, = , ) ) . :
0 0 0 * 11— f)hn
0 0 0 - far =
[ % An 0 0 0
Hret P * An 0 0
0 2P * 0 0
V0 = et wheni € [m +1,C 4 Q]
0 0 0 ... % A
L O 0 0 ... aF; * |

Note thatx are the values that make the sum of every rok@aodqual to 0.
Finally, matricesv; define the transitions from stat@sj) — (i — 1, k) taking the next values:

v, = iulwhenie [1,C]
v = [Cu+(i—C)y]Iwhenie [C+1,C+ Q]
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