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Abstract. We propose a novel adaptive reservation scheme that han-
dles, in an integrated way, streaming and elastic traffic. The scheme
continuously adjusts the quality of service perceived by users, adapting
to any mix of traffic and enforcing a differentiated treatment among ser-
vices, both in fixed and variable capacity systems. The performance eval-
uation carried out verifies that the QoS objective is met with an excel-
lent precision and that it converges rapidly to new operating conditions.
Other key features of our scheme are its simplicity and its oscillation-free
behavior.

1 Introduction

Applications expected to produce the bulk of traffic in the future multiservice
Internet can be broadly categorized as streaming or elastic [1]. Streaming traffic
requires a minimum transfer rate in order to work properly as well as some
time related requirements such as bounded delay and jitter. Elastic traffic has
loose time requirements and can adapt to the available resources. In the light
of the above it seems natural to give priority to streaming traffic and leave
elastic traffic use the remaining capacity (a small amount of resources might
be reserved for the elastic traffic to prevent starvation in case of overload of
the streaming traffic). Elastic flows are generally transported over TCP which
takes care of rate adaptation and bandwidth sharing among the different flows.
If the total traffic demand of elastic flows exceeds the available capacity some
flows might be aborted due to impatience. Flow impatience due to a very low
throughput can arise from human user impatience or because TCP or higher
layer protocols interpret that the connection is broken. Abandonments are useful
to cope with overload and serve to stabilize the system but, on the other hand,
this phenomenon will negatively impact on the efficiency because capacity is
wasted by non-completed flows [1]. This drop of efficiency led the authors of [1]
to claim that session admission control (SAC) should be enforced for elastic
traffic.

In this paper we propose an adaptive SAC scheme for mobile wireless cellular
networks that handles in an integrated way both streaming and elastic traffic
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and tries to maximize the carried traffic while meeting certain quality of service
(QoS) objectives. The QoS objective for streaming traffic is expressed as upper
bounds for the blocking probabilities of new and handover requests, while for
elastic traffic it is defined as a bound for the abandonment probability. The pro-
posed scheme is adaptive in the sense that if the offered load is above the system
capacity, or the number of resource units decreases, or both simultaneously, the
SAC system will react trying to meet the QoS objective for as many services
as possible. Therefore the proposed scheme might be deployed in both fixed ca-
pacity systems (e.g. FDMA/TDMA) and systems limited by interference where
capacity is variable (e.g. CDMA).

Our work is motivated in part by the fact that previous adaptive propos-
als like [2–6] deploy long measurement windows to estimate system parameters,
which make the convergence period too long to cope with real operating con-
ditions, or do not provide explicit indication of how the time window must be
configured [7–9]. Another motivation is the fact that most of the studies devoted
to adaptive schemes only consider the stationary regime and no evidence is pro-
vided about their behavior in the transient regime. Therefore, we consider that
a fundamental characteristic of an adaptive scheme like its convergence speed to
new operating conditions has not been sufficiently explored.

Our scheme does not rely on measurement intervals to estimate the value of
system parameters. It generalizes the novel SAC adaptive strategy introduced
in [10], which operates in coordination with two well known trunk reservation
policies named Multiple Guard Channel (MGC) and Multiple Fractional Guard
Channel, although only its operation with the MGC is described here. It has been
shown that deploying trunk reservation instead of complete-sharing policies in
mobile networks allows the operator to achieve higher system capacity, i.e. to
carry more traffic while meeting certain QoS objectives [11].

Our new scheme has four key features that enhance the scheme in [10]. First it
handles in an integrated way both streaming and elastic traffic. Second, it allows
to enforce a differentiated treatment among different streaming services during
under load and overload episodes. In the latter case, this differentiated treatment
guarantees that higher priority services will be able to meet their QoS objective,
possibly at the expense of lower priority ones. Third, the prioritization order of
the streaming services can be fully specified by the operator. And fourth, the
operator has the possibility of identifying one of the streaming services as best-
effort, being it useful to concentrate on it the penalty that has to be unavoidably
paid during overloads.

Adaptive SAC mechanisms have also been studied, for example in [4–6, 12],
both in single service and multiservice scenarios, but in a context which is some-
what different to the one of this paper. There, the adjustment of the SAC policy
configuration is based on estimates of both the mobility pattern and the han-
dover arrival rates derived from the current number of ongoing calls in neigh-
boring cells. It is expected that the performance of our scheme would improve
when provided with such predictive information but this is left for further study.
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An extension of our scheme to operate with rate-adaptive multimedia applica-
tions [9] is also left for further study.

Given that the operation of the SAC scheme when handling streaming traffic
is independent of the elastic traffic because the former has higher priority than
the latter, we describe first the operation of the SAC scheme and evaluate its
performance with streaming traffic. Section 2 describes the model of the system
and defines the relevant SAC policies for our study. Section 3 describes the fun-
damentals of the adaptive scheme, introducing the policy adjustment strategy
and how multiple streaming services are handled. In Section 4 we present the
performance evaluation of the proposed adaptive scheme when handling stream-
ing traffic in different scenarios, both under stationary and non-stationary traffic
conditions. Section 5 describes the operation of the scheme when handling elastic
traffic and evaluates its performance. Finally, Section 6 concludes the paper.

2 System model and SAC policies

We consider the homogeneous case where all cells are statistically identical and
independent. Consequently the global performance of the system can be analyzed
focusing on a single cell. Nevertheless, given that the proposed scheme is adaptive
it could also be deployed in non-homogeneous scenarios.

In each cell a set of R different streaming services contend for C resource
units, where the meaning of a unit of resource depends on the specific imple-
mentation of the radio interface. For each streaming service, new and handover
arrival requests are distinguished, which defines 2R arrival classes. For conve-
nience, we denote by si the arrival class i, 1 ≤ i ≤ 2R. Additionally we denote
by sn

r (sh
r ), the arrival class associated to new (handover) requests of streaming

service r, 1 ≤ r ≤ R, being sn
r = sr and sh

r = sr+R, 1 ≤ r ≤ R. For brevity, when
we refer to a service or to a class, we mean a streaming service or a streaming
arrival class respectively. Elastic traffic is discussed in Section 5.

For any service r, new (handover) requests arrive according to an inhomo-
geneous Poisson process with time-varying rate λn

r (t) (λh
r (t)). For mathematical

tractability we make the common assumption to model the inter-arrival time of
handover requests as an exponential distribution, which is considered a good ap-
proximation [13]. Besides, although our scheme does not require any relationship
between λh

r (t) and λn
r (t), for simplicity we suppose that λh

r (t) is a constant frac-
tion of λn

r (t) [14, 15]. Service r requests require dr resource units per session. As
each service has two associated arrival classes, if we denote by ci the amount of
resource units that an arrival class requires for each session, then dr = cr = cr+R,
1 ≤ r ≤ R. For variable bit rate sources dr resource units denotes the effective
bandwidth of the session [15, 16].

For a service r session, both its duration and its cell residence (dwell) time
are also assumed to be exponentially distributed with rates µs

r and µd
r . Hence,

the resource holding time for a service r session in a cell is also exponentially
distributed with rate µr = µs

r + µd
r . Note that the proposed scheme can easily

take into account terminals moving at different speeds by defining additional
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arrival classes for any service. Note also that the exponential assumption also
represents a good approximation for the cell dwell time (essentially, only its
average matters), when the performance of the system is evaluated by computing
blocking probabilities [17]. It should be highlighted that the operation of our
scheme is based on the simple balance equations described in Section 3, which
hold for any arrival process and holding time distribution. Hence the basis of the
adaptive scheme holds beyond the assumptions made for modeling purposes.

We denote by Pi, 1 ≤ i ≤ 2R, the blocking probability perceived by class i
requests and by Pn

r = Pr (P h
r = PR+r) the blocking probability perceived by new

(handover) requests of service r. The QoS objective is expressed as upper bounds
for the blocking probabilities of each arrival class. Thus, we denote by Bn

r (Bh
r )

the bound for new (handover) blocking probabilities. Let the ongoing sessions
vector be n := (n1, . . . , nR), where nr is the number of sessions in progress of
service r in the cell initiated as new or handover requests. We denote by c(n) =
∑R

r=1
nrdr the number of busy resource units in state n.

Finally, we denote by λmax the system capacity, i.e. the maximum λ that
can be offered to the system while meeting the QoS objectives, where λ is the
aggregated arrival rate of new requests λ =

∑R

r=1
λn

r , λn
r = frλ and

∑R

r=1
fr = 1.

Defining service penetrations (fr) is a common approach when studying these
systems [15].

The definition of the MGC SAC policy is as follows: one configuration param-
eter is associated with each arrival class i, li ∈ N. An arrival of class i in state n

is accepted if c(n)+ ci ≤ li and blocked otherwise. Therefore, li is the amount of
resources that class i has access to and increasing (decreasing) it reduces (aug-
ments) Pi. Number based SAC, that is a common technique in systems whose
capacity is limited by blocking, has also been considered a good approach for
those systems whose capacity is limited by interference, see for example [18] and
references therein.

3 Operation of the SAC adaptive scheme

Most of the adaptive schemes proposed for single service scenarios deploy a
reservation strategy based on guard channels, increasing its number when the
QoS objective of the handover arrival class is not met. The extension of this
heuristic to a scenario with multiple services is much more difficult to manage
because the adjustment of the configuration parameter li has an impact not only
on the QoS perceived by class i but also on the QoS perceived by the rest of
classes. Our scheme has been designed to handle this difficulty.

As a first step to handle this difficulty, we classify the different arrival classes
into two generic categories: i) several protected classes, for which specific QoS
objectives must be met; ii) one Best-Effort Class (BEC), with no specific QoS
objective. Additionally, in a multiservice scenario the operator can define priori-
ties for the protected classes at its convenience in order to give greater protection
to the most important classes. Note that BEC arrival requests perceive an unpre-
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Fig. 1. Operation of the SAC adaptive scheme.

dictable blocking probability but those sessions accepted are allocated a constant
amount of resources during its lifetime.

Let s = (s1, . . . , s2R) be the set of arrival classes, Π := {(π1, . . . , π2R) :
πi ∈ N, 1 ≤ πi ≤ 2R, πi 6= πj if i 6= j} the set of all possible permutations
of {1, 2, . . . , 2R} and π∗ ∈ Π the order defined by the operator, then s∗ =
(sπ1

, . . . , sπ2R
) is called the prioritization order, being sπ1

the Highest-Priority

Class (HPC) and sπ2R
the Lowest-Priority Class (LPC). If there is a BEC, this

class will be the LPC in the prioritization order. We study two implementations,
one in which the LPC is treated as a protected class and one in which the LPC
is the BEC.

For the sake of clarity, the operation of our scheme is described assuming
that the arrival processes are stationary and the system is in steady state. In
practice, we can assume without loss of generality that the QoS objective for
si can be expressed as Bi = bi/oi, where bi, oi ∈ N. Then it is expected that if
Pi = Bi the class i will experience, in average, bi rejected requests and oi − bi

admitted requests, out of oi offered requests. For example, a QoS objective for
si of Bi = 1/100 implies that bi = 1 and oi = 100. It seems intuitive to think
that the adaptive scheme should not change the configuration parameters of
those arrival classes meeting their QoS objective and, on the contrary, adjust
them on the required direction if the perceived QoS is different from its target.
Therefore, assuming integer values for the configuration parameters, like those
of the MGC policy, we propose to perform a probabilistic adjustment each time
a request is processed in the following way: i) if accepted, do {li ← (li−1)} with
probability 1/(oi − bi); ii) if rejected, do {li ← (li + 1)} with probability 1/bi.
Therefore, when deploying this adjustment scheme under stationary traffic, if
Pi = Bi, then, in average, li is increased by 1 and decreased by 1 every oi offered
new requests, i.e. its mean value is kept constant. Finally, note that when the
traffic is non-stationary, the adaptive scheme will continuously adjust the QoS
perceived by each class in order to meet its objective if possible. Our approach,
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although simple, is innovative because to the best of our knowledge, something
based on the same or a similar idea has not been proposed before.

Figure 1 shows the operation of the SAC policy and the adaptive scheme in
more detail. As shown, to admit a class i request it is first checked that at least
ci free resource units are available. Note that once this is verified, HPC requests
are always admitted, while the rest of classes must also fulfill the admission
condition imposed by the SAC policy. Note also that the lπ1 is always updated
to detect when the HPS becomes congested. Due to paper length limitations,
the subroutines SR1 and SR2 mentioned in Fig. 1 are not explained in detail.
In general, the adaptive scheme associated to each class is always operating
(except for the BEC), but to be able to guarantee that the QoS objective is met
for as many classes as possible, particularly during overload episodes or changes
in the traffic mix, the adjustment algorithm described before requires additional
mechanisms which might include the disabling of the adaptive scheme associated
to other low priority classes.

When the QoS objective for class i is not met, the MGC policy configuration
will be adjusted using two different mechanisms. The direct way is to increase
the configuration parameter li, but its maximum value is C, i.e. when li = C,
full access to resources is provided to class i and setting li > C does not provide
additional benefits. In these cases, an indirect way to help class i is to limit
the access to resources of lower priority classes by reducing their associated
configuration parameters. It is clear that when a higher priority class si needs
to adjust the configuration parameter of a lower priority class sj , the adaptive
scheme must adjust lj only when arrivals from si occur, while no adjustments
must be carried out when arrivals from sj occur. To operate in this way the
adaptive scheme associated to sj is disabled.

4 Performance Evaluation

We evaluate the performance of the proposed adaptive SAC scheme by solving
the continuous-time Markov chain (CTMC) that describes its operation, both
in the stationary and transient regimes. In both regimes Pi is determined as the
percentage of time an arrival request from si would be rejected.

In general, we have a multidimensional CTMC which state space is given
by (n1, . . . , nR, l1, . . . , l2R). We allow li to take positive and negative values as
a means to remember past adjustments and to identify the adjustment type
the scheme uses (direct or indirect). Given that the general multidimensional
diagram is difficult to draw, we show a bidimensional CTMC in Fig. 2 as an
example. This system has only one service and therefore two classes, sh and sn,
with d = 1 and C resource units. It is assumed that sh is the HPC and therefore
their requests are always accepted (if free resources are available), while sn is
a BEC. The system state vector is defined as (n, lh), where n is the number of
resource units occupied. In this system, lh is adjusted following the probabilistic
adjustment rule described previously and ln = C −max{0, (lh−C)}. Note that
during under load episodes ln = C, but during overload episodes sh might have
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Fig. 2. State diagram of the CTMC in a scenario with two classes.

Table 1. Definition of the scenarios under study

d1 d2 f1 f2 Bn

1 (%) Bn

2 (%) Bh

r (%) λn

r λh

r µ1 µ2

A 1 2 0.8 0.2 5 1
B 1 4 0.8 0.2 5 1
C 1 2 0.2 0.8 5 1 0.1Bn

r frλ 0.5λn

r 1 3
D 1 2 0.8 0.2 1 2
E 1 2 0.8 0.2 1 1

to resort to the indirect adjustment in which case ln is decreased accordingly.
If the QoS objective for sh is expressed as B = b/o, then p− = 1/(o − b) and
p+ = 1/b.

The performance evaluation is carried out for five different scenarios (A, B,
C, D and E) that are defined in Table 1, being the QoS parameters Bi expressed
as percentage values. The parameters in Table 1 have been selected to explore
possible trends in the numerical results, i.e., taking scenario A as a reference,
scenario B represents the case where the ratio c1/c2 is smaller, scenario C where
f1/f2 is smaller, scenario D where B1/B2 is smaller and scenario E where B1

and B2 are equal.
The system capacities when deploying the MGC policy without the adaptive

scheme for the five scenarios defined in Table 1, {A, B, C, D, E}, with C = 10
are λmax = {1.89, 0.40, 1.52, 1.97, 1.74}, respectively. Refer to [11] for details on
how to determine the system capacity. For all scenarios defined in Table 1 we
assume the following prioritization order s∗ = (sh

2 , sh
1 , sn

2 , sn
1 ). We evaluate two

implementations that differ in the treatment of the LPC, (sn
1 ), one in which it

is a protected class and one in which it is the BEC.

4.1 Performance under Stationary Traffic

For the two implementations of the adaptive scheme, Table 2 shows the ratio
Pi/Bi for the four arrival classes in the five scenarios considered. In all cases, an
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Table 2. Pi/Bi when deploying the MGC policy and a stationary load equal to λmax.

a) LPC is a protected class. b) LPC is the best-effort class.

Pi/Bi

Scenario
A B C D E

Class 1N 1.004 1.030 1.036 1.841 1.223
Class 2N 0.998 0.992 1.001 0.998 1.007
Class 1H 1.006 0.992 1.002 1.007 0.999
Class 2H 0.848 0.899 0.803 0.988 0.985

Pi/Bi

Scenario
A B C D E

Class 1N 0.938 1.404 0.007 2.348 1.857
Class 2N 1.003 1.065 1.000 1.004 0.999
Class 1H 1.007 1.001 1.007 0.999 0.999
Class 2H 0.993 1.006 0.988 0.989 0.999
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Fig. 3. Variation of Pi with the relative offered load in stationary conditions when the
LPC is a protected class.
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Fig. 4. Variation of Pi with the relative offered load in stationary conditions when the
LPC is the BEC.

aggregated load equal to the system capacity (λmax) is offered. Note that the
adjustment is much more precise when the LPC is the BEC.

Figures 3 and 4 show the variation of Pi with the relative offered load
((λ− λmax)/λmax) in scenario C with C = 10 resource units. Note that the
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Fig. 6. Transient behavior of blocking probabilities.

adaptive scheme tries to enforce Pi = Bi when possible for the protected classes,
and therefore during under load episodes the system is rejecting more requests
than strictly required. Nevertheless, some classes (BEC and/or HPC) benefit
from this extra capacity. When the LPC is a protected class (Fig. 3), it does not
benefit from the capacity surplus during under load episodes and it is the first to
be penalized during overload episodes. On the other hand, when the LPC is the
BEC (Fig. 4), it benefits during under load episodes and, as before, it is the first
to be penalized during overload episodes. In both implementations, note that sn

2

is also penalized when keeping on reducing ln1 (below zero) would be ineffective
to meet the QoS objective of higher priority classes.

In Fig. 5 the resource utilization factor E[c(n)]/C of the adaptive scheme
in scenario A is compared to the one of an optimum static Multiple Fractional
Guard Channel (MFGC) policy, which performance is close to the performance
of an optimal policy [11]. The configuration parameters of the MFGC policy have
been determined by formulating the problem as a non-linear programming algo-
rithm in which for each λ we search for the values of the configuration parameters
that maximize the carried traffic while still meeting the QoS objective. Therefore
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we refer to this policy as the optimum MFGC policy. We also refer to it as static

because for each arrival rate studied the optimum configuration parameters are
determined and they are unique. On the other hand, the adaptive scheme does
not know the arrival rates a priori and therefore it continuously changes the
configuration parameters of the MGC policy to meet the QoS objective.

The term “adapt. MGC” refers to the adaptive scheme when the LPC is a
protected class, while “adapt. MGC-BEC” refers to the adaptive scheme when
the LPC is the BEC. Note that for λ = λmax the utilization achieved by the
MFGC policy is only 2% higher than the utilization achieved by the adaptive
scheme. The system capacity achieved by the MFGC policy is 8.6% higher than
the one achieved by the MGC and therefore when λ > λmax, it achieves a slight
better the resource utilization. Our adaptive scheme can also operate with the
MFGC instead of the MGC policy but its operation in not discussed in this
paper. Note that both implementations of the adaptive scheme behave identically
during overload (λ > λmax).

4.2 Performance under Non-Stationary Traffic

In this section we study the transient regime after a step-type traffic increase
from 0.66λmax to λmax is applied to the system in scenario A when the LPC is
a protected class. Before the step increase is applied the system is in the steady
state regime.

Figure 6 shows the transient behavior of the blocking probabilities. The con-
vergence period is lower than 1000 s. A comparative performance evaluation of
our scheme and the schemes proposed in [2, 3] in a single service scenario shows
that the convergence period obtained is 10 to 100 times lower than in both
previous proposals [19]. Besides, our scheme shows a non-oscillating behavior
unlike [2, 3]. Note that the convergence period will be even shorter when the
offered load is above the system capacity thanks to the increase of the rate of
probabilistic-adjustment actions, which is an additional advantage of the scheme.

5 Adaptive scheme for elastic flows

Like in other studies of the same nature [1] we focus on the flow level and ignore
the detailed mechanisms operating at the packet level. Since our focus is the radio
interface at the access network, we assume that each elastic flow is rate limited
either by terminal capabilities or because it is bottlenecked at the radio link, i.e.
it will receive its fair share of the radio link bandwidth up to a maximum which
has a common value for all terminals. For the sake of mathematical tractability
we assume that the flow size (given in bytes) is exponentially distributed. While it
is commonly accepted that the statistical distribution of Internet document sizes
shows a greater variability than the exponential distribution, in the light of the
results in [1] the numerical results obtained by using an exponential document
size can be considered as a lower bound of performance.
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We consider the same system model described in Section 2, adding a service
with elastic demands, as follows. We denote by sn

e (st
e), the arrival class associ-

ated to new (handover) requests of elastic flows. Their requests arrive according
to Poisson processes with time-varying rate λn

e (t) (λh
e (t)). For an elastic session,

its cell residence (dwell) time is exponentially distributed with rate µd
e. If we

denote by de the maximum number of resource units an elastic flow uses, and by
ne then number of elastic flows in the system, then we define the flow service rate
as µs

e when nede ≤ (C−c(n)) and µs
e(C−c(n))/(nede) when nede > (C−c(n)),

where c(n) is the number of resource units occupied by streaming sessions.

To model the behavior of users we consider the impatience time as an in-
dependent exponentially distributed random variable. The impatience rate µI

is assumed to be inversely proportional to the share of resources allocated to
each elastic flow, thus we define µI = 0 when nede ≤ (C − c(n)) and µI =
K(nede/(C− c(n))) when nede > (C− c(n)), where K is a constant. We denote
by BA the QoS objective expressed as an upper bound for the abandonment
probability, i.e. the ratio between unsuccessfully completed flows and accepted
flows, and by PA the actual perceived abandonment probability.

The SAC policy for elastic service is as follows: one configuration parameter
is associated with sn

e , le ∈ N. When there are ne ongoing elastic flows, a new
request is accepted if ne + 1 ≤ le and blocked otherwise. Handover requests of
elastic flows are always accepted. The adaptive scheme for elastic flows follows
a similar approach to that described in Section 3. When the QoS objective for
elastic flows can be expressed as BA = a/b, where a, b ∈ N, then we propose
to perform a probabilistic adjustment in the following way: i) {le ← (le − 1)}
with probability 1/a each time an elastic flow abandons due to impatience; ii)
{le ← (le + 1)} with probability 1/(b − a) each time an elastic flows completes
its service successfully, i.e. either it finishes or it hands over to another cell. A
methodology to infer TCP flow interruption has been proposed in [20].

We evaluate by simulation the performance of the scheme with streaming
traffic and elastic flows in scenario A with C = 10, considering the LPC as the
best-effort class. The streaming traffic offers a constant load equal to the system
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capacity (λ = λmax = 1.89). To avoid starvation the system reserves 1 resource
unit for elastic traffic. The rest of the parameters that model the elastic traffic
are: µs

e = 2.0, µd
e = 2.0, K = 0.4, λh

e = 0.5λn
e , with a QoS objective of BA = 0.1.

Figure 7 shows that the adaptive scheme assures the QoS objective. Without the
adaptive scheme the abandonment probability increases as the elastic arrival rate
increases. This is due to the fact that less resources are available per elastic flow
as more elastic flows are accepted in the system, which consequently increases
the abandonment rate. Finally, note that high abandonment probabilities bring
as a consequence an inefficient use of system resources because resources assigned
to flows that are not completed are totally wasted.

6 Conclusions

We developed a novel adaptive reservation scheme that can adapt to non-stationary
traffic both in fixed and variable capacity systems. The operation of our scheme
is based on simple balance equations which hold for any arrival process and
holding time distribution.

Three relevant features of our proposal are: its capability to handle streaming
and elastic traffic, its ability to continuously track and adjust the QoS perceived
by users and the simplicity of its implementation.

We evaluated the performance of the scheme when handling multiple stream-
ing services and showed that the QoS objective is met with an excellent precision
while achieving an oscillation-free convergence period. This confirms that our
scheme can handle satisfactorily the non-stationarity of a real traffic. We also
evaluated the performance of the scheme when handling elastic flows in a sce-
nario with streaming background traffic. We showed that the scheme guarantees
an upper bound for the abandonment probability of elastic flows.
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