
A hybrid method for the QoS analysis and parameter optimization in time-critical
random access wireless sensor networks

Israel Leyva-Mayorgaa,∗, Vicent Plaa, Jorge Martinez-Bauseta, Mario E. Rivero-Angelesb
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Abstract

Evolution in electronics has led to the development of complex applications in wireless sensor networks (WSNs), where
efficient and swift event reporting is needed. In time-critical applications, achieving an adequate report latency is
particularly relevant as it allows a proper reaction from the network to the occurring phenomena. It is evident that
mean report latency is insufficient as a QoS indicator for time-critical applications. Instead, high percentiles or the whole
distribution are much better suited. In certain applications such as target tracking and positioning, the transmission
of a certain number of event packets is required to accurately characterize the occurring phenomena. Building on this,
we present a hybrid method for obtaining the probability distribution of report latency in random access (RA) WSN
protocols. In this method, the distribution of the number of detecting nodes is obtained by simulation, which then allows
us to obtain the desired QoS parameters analytically. In this study, we use our method to obtain and optimize the event
report latency and energy consumption in RA WSNs. Results show that modifying the transmission parameters during
backoff increases the robustness of RA event reporting and also enhances the performance of the WSN in environments
where multiple types of events can be detected.
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1. Introduction

Wireless sensor networks (WSNs) are a cost-efficient
solution to massive monitoring thanks to its capacity of
identifying and reporting a wide range of physical con-
ditions inside the area of interest. Hence, WSNs are an
essential component of smart urban environments, which
aim to improve the quality of life by providing the popula-
tion with real-time information and services (Rashid and
Rehmani, 2015). In such environments, delay-tolerant ap-
plications usually coexist with time-critical applications.
In the latter, nodes are usually in charge of detecting haz-
ardous conditions. Therefore, a swift response is needed
in order to ensure the timely activation of disaster con-
tention mechanisms and reduce the damage caused to the
network, the environment or the population.

The overall behavior of a WSN is determined by the
selected WSN protocol, so its selection should be based on
the monitoring needs of the WSN user. WSN protocols are
usually a combination of routing and medium access con-
trol (MAC) protocols. In the former, nodes are organized
depending on their spatial distribution to optimize data
transmission paths. Cluster-based protocols are a classic
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form of organization widely used nowadays (Zhang et al.,
2015; Afsar and Tayarani-N, 2014). In these protocols,
nodes are divided in groups named clusters during a clus-
ter formation (CF) phase. Each cluster contains a cluster
head (CH) node, which is in charge of collecting the data
packets from its cluster members (CMs) and its transmis-
sion to the sink node.

MAC protocols, on the other hand, establish the com-
munication links and define the manner in which the nodes
share the communication resources, which must be in line
with the requirements of the target application (Akyildiz
et al., 2002; Rault et al., 2014; Asudeh et al., 2016). Note
that, when the selected protocol is unable to meet the
basic application requirements, the whole network is inop-
erative.

An important aspect that is typically overlooked by
MAC protocols is the number of event reports required
at the sink node to characterize the occurring phenomena
(Harrison et al., 2016); i.e., in certain applications, receiv-
ing a single event report may be sufficient, but in target
positioning and tracking applications, which usually use
trilateration or triangulation, at least three packets are
needed. Besides, when the WSN is in charge of extracting
the mobility pattern of targets, the higher the number of
transmitted packets, the higher the accuracy (Misra et al.,
2015).

Given the basic application requirements are met, the
efficiency of WSN protocols is measured in terms of QoS
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parameters. Nodes being battery supplied, energy con-
sumption is the QoS parameter most widely studied in
the literature (Rault et al., 2014; Ye et al., 2002; Yahya
and Ben-Othman, 2009; AlSkaif et al., 2015) as it directly
affects network lifetime (period of time for which the net-
work remains functional). The relevance of other QoS
parameters such as report latency and event overlooking
probability is application dependent.

In time-critical applications where event reporting is
delay-sensitive, these QoS parameters are as important as
energy efficiency since they determine whether the network
is capable of satisfying the monitoring needs of the end
user. Despite its importance, the performance of WSN
protocols is oftentimes assessed in terms of mean values of
report latency, which is clearly insufficient for time-critical
applications. High percentiles or the whole probability
distribution of report latency are much better suited and
provide the network administrator with more meaningful
information regarding the behavior of the system than its
mean value, but the research in this area is scarce.

Building on this, we propose a novel method to cal-
culate the probability distribution of report latency and
mean energy consumption in cluster-based random access
(RA) WSNs. In this method, we first obtain the probabil-
ity mass function (pmf) of detecting nodes by simulation.
Then we use Markov chains to model the process of RA
event reporting, from where we analytically calculate the
probability distribution of report latency and the mean
energy consumption. We use this method to evaluate the
performance of RA event reporting in applications that re-
quire the transmission of a certain number of packets to
fully characterize the event. We also use our method to
optimize the QoS of an event reporting WSN by identify-
ing the optimal transmission parameters prior to network
deployment for the selected application.

Note that the optimal transmission parameters depend
on the number of detecting nodes for each event occur-
rence. Hence, one of the main challenges to overcome when
trying to optimize event reporting is that the number of
detecting nodes is not known before the event detection.
Specifically, we focus on optimizing event report latency
by identifying the ideal transmission parameters of detect-
ing nodes in two different approaches, the non-adaptive
and adaptive backoff (ABO). In the non-adaptive backoff,
transmission parameters are selected prior to network de-
ployment and remain constant throughout event report-
ing. In the adaptive backoff (ABO), transmission parame-
ters are selected prior to network deployment and modified
during the backoff of collided CMs. Note that implement-
ing the adaptive backoff consumes a minimal amount of
memory and computational power from the nodes, which
is highly desirable.

Results show that increasing the time between succes-
sive transmissions during backoff can reduce the energy
consumption during event reporting when compared to the
non-adaptive backoff. Furthermore, the ABO mitigates
the negative effects of the inaccurate selection of trans-

mission parameters. This results in a noticeable increase
in the stability of QoS parameters when compared to the
non-adaptive backoff. These results hold true even when
the network operates in a multi-event environment, where
it is in charge of monitoring multiple types of events.

The rest of the paper is organized as follows. Sec-
tion 2 presents research performed in recent years for time-
critical applications and QoS analysis of WSN protocols.
The network model used for QoS analysis is described in
Section 3. Then, we present our novel method for evalu-
ating QoS in RA WSN protocols in Section 4. Here, we
use a Markov process to obtain the energy consumption
and report latency in cluster-based WSNs. Results are
presented in Section 5, where we illustrate the capabilities
of our hybrid method, along with the advantages of an
adaptive backoff. The article concludes with a summary
of results and future work.

2. Related work

As power electronics evolve, the QoS of WSNs in time-
critical applications has become an important topic (Mo-
naco et al., 2006). Protocols that were specially designed
to improve network lifetime such as (Ye et al., 2002; Hein-
zelman et al., 2002; Younis and Fahmy, 2004) have served
as a base for more complex protocols that aim to reduce re-
port latency and packet loss probability in time-constrained
packets without compromising the energy efficiency.

Energy consumption being so important in WSN, tech-
niques such as sleep scheduling strategies and multi-hop
delivery have been proposed to further enhance this pa-
rameter (Guo et al., 2012). While these techniques re-
duce energy wastage, they may increase report latency (Ye
et al., 2002; Sharif et al., 2010; Chen, 2015) and network
congestion (Marco et al., 2011).

Hybrid protocols are a distributed energy-efficient so-
lution for time-critical applications (Younis and Fahmy,
2004; Manjeshwar and Agrawal, 2002). These protocols
are capable of adapting its behavior depending on the char-
acteristics of the application. The downside of these proto-
cols is, usually, an increase in complexity (Leyva-Mayorga
et al., 2014, 2015b).

In previous studies, we have presented and evaluated
the performance of the RA phases of hybrid protocols
by means of Markov models (Leyva-Mayorga et al., 2014,
2015b), but our results were limited to mean values of
energy consumption and report latency. For instance, in
RA WSN protocols, report latency is most frequently as-
sessed in terms of its mean value (Jamieson et al., 2006;
Lee and Choi, 2015; Liang et al., 2011), which is clearly
insufficient for time-critical applications. In WSN proto-
cols with a scheduled transmission scheme, assessing the
report latency by means of its worst-case value may be
adequate for time-critical applications. Such is the case
of (Zheng et al., 2016), where a MAC protocol for indus-
trial applications is proposed and analyzed by means of
a discrete-time Markov chain (DTMC). Nevertheless, the
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worst-case latency is not adequate for the QoS analysis
of RA protocols. Instead, high percentiles or the whole
distribution of report latency are much better suited.

Generic analytic methods for evaluating the perfor-
mance of RA protocols in wireless networks may not be
easily adapted for the analysis of cluster-based WSN due
to their particular characteristics. Such is the case of the
queuing model for the IEEE 802.11, presented in (Tickoo
and Sikdar, 2008). In addition, most of the existing meth-
ods for obtaining the probability distribution of report la-
tency in WSNs are protocol specific; e.g., (Souil et al.,
2014; Siddiqui and Ghani, 2013). More specifically, a QoS
evaluation of the AMPH protocol is conducted in (Souil
et al., 2014), but despite the in-depth analysis, the selected
network topology and protocol compromise the adaptabil-
ity of the developed method.

In (Siddiqui and Ghani, 2013), authors obtain the prob-
ability distribution of a successful and failed transmission
by means of a Markov Chain. Note that in both (Souil
et al., 2014; Siddiqui and Ghani, 2013), delay is calculated
as the time required for the first successful transmission
to occur, whereas the transmission of a minimum number
of packets may be necessary for the accurate characteriza-
tion of the occurring event. In (Wang et al., 2011), authors
do consider the need for the transmission of a minimum
number of event packets during event reporting and pro-
pose a spatio-temporal fluid model, along with a simplified
model to obtain the distribution of report delay in multi-
hop WSNs.

We identified the need for a method capable of calcu-
lating the report latency distribution for a wide range of
WSN protocols and environments. Hence we developed
a hybrid method for obtaining the distribution of report
latency in (Leyva-Mayorga et al., 2015a). We extend our
previous study and evaluate its adaptability by analyz-
ing the benefits of adaptive backoff transmission proba-
bilities in RA event reporting WSNs. We now also use
this method to identify, prior to network deployment, the
transmission probabilities that minimize report latency for
the non-adaptive and adaptive backoff and also reduce en-
ergy consumption. To the best of our knowledge, no other
study has presented a method for calculating the distri-
bution of report latency in WSNs as adaptable as ours.
Furthermore, our work differs significantly from most of
the research related to multi-object optimization (MOO)
in sensor networks, which usually involves the use of evo-
lutionary algorithms and simulators such as NS2 for the
QoS analysis (Iqbal et al., 2016).

3. Network model

In this Section, we describe the network model used for
the QoS analysis during the present study. It is similar to
the one we have used in previous studies (Leyva-Mayorga
et al., 2014, 2015b), where a squared 100 m× 100 m area,
from coordinates (0,0) to (100,100), containing M = 100

nodes is considered. The sink node is located outside the
supervised area at the coordinates (200, 0).

During event reporting and CF phases, the network
operates on a slotted channel. During event reporting,
each time slot is the time required for the transmission
of a data packet from CM to the CH and its immedi-
ate retransmission to the sink node. The size of the data
packet, l = 2 kbits, comprises the data payload, the iden-
tification field, Id, and a type field. The size of the control
packet is lc = 1 kbits, which comprises the same fields but
with a shorter payload. Since the transmission bit rate is
Rb = 40 kbps and two data packets are transmitted; i.e.,
one from the CM to the CH and one from the CH to the
sink node, the slot duration is ts = 0.1 s.

The energy to receive a packet depends on its length
and on the energy required per bit by the communication
circuits, Eelec, as

Erx(l) = l · Eelec. (1)

In this study we adopt a generic energy consumption model
that is widely used in the literature, in which Eelec =
50 nJ/bit (Heinzelman et al., 2002; Younis and Fahmy,
2004; Chen, 2015); though any energy consumption model
can be selected in our hybrid method.

Our study focuses on cluster-based protocols, where
the role of nodes acting as either CHs or CMs shifts con-
stantly throughout the operation of the network in order
to avoid fast battery depletion of nodes acting as CHs.
Throughout this study we use one of the most important
clustering algorithms: LEACH (Heinzelman et al., 2002).
Through the years, LEACH has served as a base to de-
velop and to assess the efficiency of other routing proto-
cols (Chen, 2015; Afsar and Tayarani-N, 2014). However,
as our hybrid method presents a general structure, any
clustering algorithm can be easily incorporated.

During event reporting phases, the communication cir-
cuits in every CH must be active whenever CM transmis-
sions can occur so they are able to relay any received data
packet containing an alarm message from its CMs to the
sink node with minimal report latency. Then, the energy
required to transmit a packet depends on both the length
of the packet, l, and the selected transmission range, d, as
calculated in (Heinzelman et al., 2002). Therefore, the to-
tal energy consumed during a packet transmission is given
as

Etx(l, d) = l · Eelec + l · εamp · dPl , (2)

where the energy required per bit and per square meter by
the transmission amplifier is εamp = 10 pJ/bit/m2 and Pl
is the path loss exponent.

Two power levels are defined for packet transmissions:
low and high power. Low power transmissions consume
Ecmtx J and are used for CM to CH communication. By
using this power level, nodes are able to perform trans-
missions for up to dl = 35 m. High power transmissions
consume Echtx J and are used for CH to sink communi-
cation. By choosing this power level, nodes are able to
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transmit from the farthest possible coordinates within the
network to the sink node; i.e., dh =

√
2002 + 1002 m. This

approach eliminates the need of calculating the minimum
energy required for transmission as proposed in (Heinzel-
man et al., 2002). It also reduces packet loss probability
due to changes in the wireless environment, i.e., the min-
imum energy required for packet transmission may vary
through time. Furthermore, energy efficiency is not signif-
icantly affected by following this approach when compared
to the minimum energy method, as the increase in power
consumption is minimal.

Events are generated as in (Calafate et al., 2010), where
a model for indoor gas propagation is presented. Each
event has originating coordinates (w, h), which are selected
by means of a two-dimensional uniform random variable.
A node detects an event when the reading of the physical
parameter of interest exceeds the threshold in one or more
of its sensors; i.e., when the node is located within R ∈
{5, 10, 15, 20, 30}m from the event originating coordinates.

In order to evaluate the performance of RA protocols
in extreme conditions, it is assumed that the event is de-
tected simultaneously by all the CMs within a distance, R,
from the event originating coordinates; the CMs located
at a distance larger than R from the event originating co-
ordinates do not detect the event.

Given the random nature of the event occurring coordi-
nates, the total number of detecting CMs, Ntot, the num-
ber of clusters with detecting CMs, Nc, and the number of
detecting CMs in the ith cluster, Ni (i ∈ {1, 2, . . . , Nc}),
can be different for each event occurrence.

We assume that a double sliding window scheme (Hain-
ing Shu and Qilian Liang, 2006) is implemented in order
to limit the number of transmissions generated by each
event. As a result, only one event packet is generated for
each detecting CM at the very beginning of each event.

As in previous work (Leyva-Mayorga et al., 2014, 2015b),
we assume that the buffer on the nodes is limited and can
allocate a single event report. The arrival of events while a
previous event is being reported in a cluster is not consid-
ered because this scenario has an extremely low probability
of occurrence.

Upon the occurrence of a new event, detecting nodes
attempt transmission with probability τ per time slot and
a backoff policy is used for collision handling. The trans-
mission probability of the CMs for the first event report is
τ . The transmission probability of collided CMs (CBMs)
becomes β = τ/B for the subsequent transmissions, where
B ≥ 1. B = 1 and B > 1 correspond to the non-adaptive
and adaptive backoff respectively. Whenever the CH re-
ceives an event packet, it is directly transmitted to the
sink node in the same time slot in order to minimize re-
port latency. At the end of event reporting, nodes reset
their transmission probabilities to the initial value, τ .

Code Division Multiple Access (CDMA) is used to avoid
inter-cluster collisions. For this, a CDMA code is selected
per cluster and used for transmissions from CMs to the
CH and from the CH to sink (Hu, 1991). Consequently,

during CF and event reporting phases, collisions can only
occur between CMs from the same cluster, so each cluster
operates independently during RA. As such, we are able
to analyze event reporting in terms of independent clus-
ters by means of a discrete-time Markov Chain (DTMC)
(Leyva-Mayorga et al., 2015b). A basic diagram of the op-
eration of cluster-based protocols for event detection and
reporting is shown in Fig. 1.

The number of messages required to fully characterize
the occurring phenomena is denoted by k. Once the sink
node receives k event messages, it reacts accordingly. Con-
versely, in cases where k > Ntot, the event is overlooked.

During event reporting, the network can be configured
to transmit either Ni or k data packets per cluster. In
the former, every detecting CM transmits its data packet,
which results in Ni transmissions to the sink node from the
ith cluster. In the latter, CMs sense the medium during
event reporting until the kth packet is successfully trans-
mitted. Then, Ni − k CMs in the ith cluster discard its
data packet, which reduces energy wastage. Fig. 2 illus-
trates the process of event reporting for the considered set
of applications.

It is worth noting that, since CDMA is used for avoid-
ing inter-cluster collisions, CMs are only aware of success-
ful transmissions within its own cluster. As a result, event
reports can be restricted within clusters but not within
the entire network. As a result, whenever each cluster is
set to send k packets and an event is detected in Nc > 1
clusters, more than k packets can be received at the sink
node.

4. Hybrid method for QoS analysis

In this section we describe our hybrid method for QoS
analysis. This method comprises three main phases:

1. Obtaining the distribution of the number of detecting
nodes: The probability distribution of the number of
nodes that detect the event simultaneously is needed
to effectively calculate the QoS parameters. Since
we focus on cluster-based WSN protocols and each
cluster operates independently during event report-
ing (due to the use of CDMA), we obtain the distri-
bution of the number of detecting CMs per cluster,
N , and detecting clusters (number of clusters with,
at least, one detecting CM), Nc, by simulation. For
this, we have developed a discrete event simulator in
C, in which a clustering algorithm is implemented,
along with the generation and detection of hazardous
events.
In each simulation the nodes are first randomly dis-
tributed within the area of interest; their coordinates
are selected by means of two uniform random vari-
ables. Then the nodes are organized in clusters ac-
cording to the selected clustering algorithm; 20 CF
phases are performed in each simulation. Next, 1000
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Figure 1: Basic diagram of a cluster-based wireless sensor network
(WSN) for event reporting.
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Figure 2: Random access event reporting in time-critical applications
with medium sensing, k = 3.

events are generated after each CF phase and, fi-
nally, the number of detecting nodes is obtained and
stored. Simulations were performed until the error
between the distribution of detecting CMs obtained
until the j and the (j − 1)th simulation is less than
ε = 10−5.

In this study, we assume that the cluster formation
phase is conducted according to that of the LEACH
protocol (Heinzelman et al., 2002); still, any cluster-
ing algorithm can be selected.
The distributed clustering algorithm of the LEACH
protocol is performed as follows. The operation of
the network is divided into rounds and a CF phase
is performed in each round. At the beginning of each
round, each node has a certain probability of being
elected as a CH; this probability increases with the
number of rounds. Once a node has been elected as
a CH, the probability of (once more) being elected as
a CH in the next few rounds becomes 0. Afterwards,
the CHs inform its status to the other nodes by
broadcasting an advertisement message (using CDMA).
The remaining nodes join a cluster based on the re-
ceived signal strength of the CH transmission; this is,
typically, the one whose CH is located at the shortest
distance from the node. Please refer to (Heinzelman
et al., 2002) for more details on the LEACH protocol.

2. Defining the Markov reward process: A discrete-time
Markov chain (DTMC) that describes the Markov
reward process that occurs during RA event report-
ing is defined. For this, rewards are determined by
the energy consumption at each system transition.
This is the phase in which the specific characteris-
tics of the WSN protocol are included, which makes
the method highly adaptable.

3. Obtaining the QoS parameters: Once the Markov re-
ward process has been defined, the probability distri-
bution of report latency and mean energy consump-
tion during event reporting for a specific scenario
can be calculated. Specifically, the probability dis-
tribution of report latency is calculated as the s step
probability for the transmission of the first k packets.
The mean energy consumption during event report-
ing is obtained by solving a set of Bellman equations.

These phases are now explained in detail.

4.1. Obtaining the distribution of the number of detecting
nodes

In our method, the probability mass function (pmf) of
the number of detecting CMs and clusters is needed for
accurately calculating the energy consumption and report
latency. We have developed a discrete event simulator to
obtain P (N = n|Nc = i), the pmf of the number of de-
tecting CMs per cluster, N , conditioned on the number of
detecting clusters, Nc. For the sake of illustration, Fig. 3
shows the cumulative distribution function (CDF) of the
number of detecting CMs, P (N ≤ n|Nc = i), for a collec-
tion of event radii, R.

We also used our simulator to obtain the probability
of an event affecting Nc clusters for the studied event de-
tection radii, P (Nc = i); the CDF, P (Nc ≤ i) is shown in
Fig. 4.
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Figure 3: CDF of the number of detecting CMs per cluster, N , given the event is detected in Nc clusters, P (N ≤ n|Nc = i), for Nc ∈ {1, 2, 3, 4}
and R ∈ {5, 10, 15, 20, 25, 30}m.

Once we have obtained the distribution of N , Ntot and
Nc for the selected detection radii, we proceed to define the
Markov reward process that describes the event reporting
WSN protocol.

4.2. Defining the Markov Reward Process

Since we are able to analyze the system in terms of
independent clusters due to the use of CDMA, we build
a discrete-time Markov Chain (DTMC) that describes the
Markov reward process of event reporting within each clus-
ter. Fig. 5 shows a basic model that describes event report-
ing with transmission probability τ and a non-adaptive
backoff. This model is similar to the one we have used in
our previous studies (Leyva-Mayorga et al., 2014, 2015a,b),
where the transmission probability remains unaffected dur-
ing backoff (B = 1).

The model starts at state (N), where N is the number
of CMs that have detected the event. Note that N can be

different for each event. The states represent the number
of CMs with pending event transmissions, n. At each time
slot, the DTMC can either transition towards the absorb-
ing state (N −k), 1 ≤ k ≤ N , or remain in the same state.
The transition probability from state (n) to (n− 1), pn, is
the probability of a successful transmission, which occurs
whenever a single CM sends a data packet. Conversely,
the probability of remaining in the same state is the prob-
ability of an unsuccessful event report, qn = 1 − pn, i.e.,
none of the CMs attempts transmission or a collision oc-
curs. Since each of the n CMs attempts transmission with
probability τ , transition probabilities depend on τ and n
as

pn = P (Sn = 1) = nτ(1− τ)n−1, (3)

where Sn is the number of event packet transmissions at
a specific time slot.

The absorbing DTMC that describes the process of
event reporting; i.e., the transmission of the first ` =
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Figure 5: Markov model for random access event reporting over a
slotted channel.

min{k,N} messages within a cluster is depicted in Fig. 5.
Then, the substochastic matrix that represents the transi-
tions within transient states is given as

P =


qN pN 0 · · · 0
0 qN−1 pN−1 · · · 0
...

...
...

. . .
...

0 0 0 · · · pN−`+2

0 0 0 · · · qN−`+1


Note that we use the variable ` instead of k. The reason
for this is that the number of detections within a cluster,
N , can be less than k; still, these cases must be taken into
account in order to obtain the pmf of report latency (see
Section 4.3).

Also, from Fig. 5 we derive a Markov reward process
that will allow us to calculate the mean energy consump-
tion during event reporting, E. For this, rewards are given
as the mean energy consumption at each system transition.
In basic RA (no medium sensing) successfully transmitting
an event packet requires a CM to CH (Ecmtx) and a CH to
sink (Echtx) transmission. Thus, the transition from state
(n) to (n− 1) has a reward

r̂(pn) = Ecmtx + Echtx. (4)

In case no transmission is attempted by the CMs or a
collision occurs, the system remains in the same state. As

a result, the reward for remaining in state n,

r̂(qn) = Ecmtx · E [Sn|Sn 6= 1] =
nτ − pn
1− pn

Ecmtx, (5)

is given as the energy consumed by a CM transmission
multiplied by the mean number of transmissions, condi-
tioned to the fact that no successful transmission occurred.

In order to identify the successful and failed transmis-
sions within the cluster, the CMs must be set to perform
medium sensing during event reporting. This enables the
CMs to discard any remaining event packets once k mes-
sages have been successfully transmitted. Here, the reward
for the transition from state (n) to (n− 1) becomes

r(pn) = r(pn) + (n− 1)Eelec

= Ecmtx + Echtx + (n− 1)Eelec,
(6)

and remaining in the same state, n, has a reward given as

r(qn) = r(qn) + (n− E [Sn|Sn 6= 1]) · Eelec

=
(Ecmtx − Eelec)(nτ − pn)

1− pn
+ n · Eelec.

(7)

We use these rewards to construct the reward matrix,

R =


r(qN ) r(pN ) 0 · · · 0

0 r(qN−1) r(pN−1) · · · 0
...

...
...

. . .
...

0 0 0 · · · r(pN−`+2)
0 0 0 · · · r(qN−`+1)


4.2.1. Adaptive backoff (ABO)

Given the adaptive backoff (ABO) is implemented, N
nodes initiate each event reporting process with a trans-
mission probability, τ . Then, whenever a collision occurs,
the implicated CMs modify their transmission probability
during backoff by β = τ/B, where B ≥ 11 as collisions in-
dicate that several CMs are indeed competing for medium
access and higher transmission probabilities increase col-
lision probability. B = 1 corresponds to the non-adaptive
backoff approach. The number of CMs that have caused a
collision and perform backoff (BCMs) is ν. Once event re-
porting is concluded, the transmission probability of CMs
is restored to its original value, τ . This is a more general
case than the one presented in the previous section, where
we developed a DTMC for the case where B = 1. Hence,
we now construct a two-dimensional DTMC for the case
where B ≥ 1.

In this model, the state of the system, (n, ν), is deter-
mined by the number of detecting CMs that have not yet
attempted transmission, n, and the number of BCMs, ν.
The transmission probabilities of the n and ν CMs are τ
and β respectively. The DTMC begins at state (N, 0); i.e.,

1The case where B < 1 will rarely enhance the performance of
RA protocols
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Figure 6: Characteristic states and transitions of the two-
dimensional DTMC: (a) (n, 0), (b) (n, ν) and (c) (0, ν).

N CMs detecting the event and 0 CMs performing backoff,
BCMs, and evolves towards state (0, 0).

For the sake of simplicity, we define every possible
state as either (n, 0), (n, ν) or (0, ν). Consequently, the
possible transitions from states (n, 0), (n, ν) and (0, ν)
(shown in Fig. 6) define every possible transition of the
two-dimensional DTMC. Note that transitions depend on
the number of CMs and BCMs that perform a transmission
at a given time slot, defined by Sn and Sν respectively.

Transitions from state (n, ν) to (n − 1, ν) occur with
probability

pn,ν = P (Sn = 1) · P (Sν = 0)

= nτ(1− τ)n−1(1− β)ν ,
(8)

which represents a successful transmission from one out of

the n CMs. Transitions from state (n, ν) to n, ν − 1 occur
with probability

φn,ν = P (Sn = 0) · P (Sν = 1)

= νβ(1− β)ν−1(1− τ)n,
(9)

which represents a successful transmission from a BCM.
Therefore, the probability of a successful transmission is

pn,ν + φn,ν . (10)

The probability of remaining in the same state is

qn,ν = P (Sn = 0) · P (Sν 6= 1)

= (1− τ)n
[
1− νβ(1− β)ν−1

]
,

(11)

which occurs whenever none of the n CMs perform trans-
mission and no successful transmission occurs.

Transitions from (n, ν) to (n− i, ν + i), q(i)n,ν , are di-
vided in two cases, namely i = 1 and i ≥ 2. In the former,
one out of the n CMs and at least one of the ν BCMs
attempt transmission, which occurs with probability

q(1)n,ν = P (Sn = 1) · P (Sν 6= 0). (12)

In the latter, i ≥ 2 of the n CMs cause a collision, which
occurs with probability

q(i)n,ν = P (Sn = i|i ≥ 2) . (13)

Note that in case i ≥ 2, the number of transmitting BCMs,
ν, is irrelevant.

Now that every transition probability has been defined,
we build the substochastic matrix that represents the tran-
sitions between transient states as

PA =



qN,0 0 q(2)N,0 · · · 0
0 qN−1,1 q(1)N−1,1 · · · 0
0 0 qN−2,2 · · · 0
...

...
...

. . .
...

0 0 0 . . . q(1)1,N−`
0 0 0 . . . q0,N−`+1


The dimension of PA, δ, depends on the initial number of
detecting nodes, N , and k as

δ =

`−1∑
j=0

N + 1− j = ` (N + 1)−
`−1∑
j=0

j. (14)

That is, each state (n, 0) has n + 1 possible transitions
to states in which the total number of contending CMs
remains unaffected; only one transition, pn,0, reduces the
total number of contending CMs by 1.

From there, we build the reward matrix, RA, for ob-
taining the energy consumption in the same manner as for
R. A successful transmission has a reward given by

rA(pn,ν) = rA(φn,ν)

= Ecmtx + Echtx + (n+ ν − 1)Eelec.
(15)
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The reward for remaining in the same state, i.e., when
none of the n CMs and either none or more than two of
the ν BCMs perform a transmission, Sν 6= 1, is given as

rA(qn,ν) =
(Ecmtx − Eelec)(νβ − φn,ν)

1− φn,ν
+ (n+ ν)Eelec

(16)

and the reward for transition from the state (n, ν) to (n−
i, ν + i) is

rA(q(i)n,ν) = rA(qn,ν)− i · Eelec + i · Ecmtx. (17)

Building on this, the resulting reward matrix is

RA =
rA(qN,0) 0 rA(q(2)N,0) · · · 0

0 rA(qN−1,1) rA(q(1)N−1,1) · · · 0
0 0 rA(qN−2,2) · · · 0
...

...
...

. . .
...

0 0 0 . . . rA(q(1)1,N−`)
0 0 0 . . . rA(q0,N−`+1)


As in the transition matrix, we generate a different

reward matrix for each possible value of N . By build-
ing these matrices, we are now able conduct the perfor-
mance analysis of event reporting for any given value of
B ∈ [1,∞).

4.3. Obtaining the QoS parameters

Once we have constructed the transition and reward
matrices, P, and R respectively, we proceed to calculate
the energy consumption during event reporting. First we
obtain the energy consumption in each state when for the
RA with the non-adaptive backoff, B = 1, by solving the
Bellman equations (Bellman, 1957),

En = qn
[
r(qn) + En

]
+ pn

[
r(pn) + En−1

]
. (18)

That is, (18) can be solved either as a set of linear equa-
tions or recursively for all n, given the initial condition
EN−` = 0; i.e., the energy consumption at the absorb-
ing state is 0. If B 6= 1, the energy consumption in each
state is calculated similarly for each possible state, (n, ν),
is given as

En,ν =qn,ν
[
r(qn,ν) + En,ν

]
+ pn,ν

[
r(pn,ν) + En−1,ν

]
+ φn,ν

[
r(φn,ν) + En,ν−1

]
+

n∑
j=1

q (j)n,ν

[
r(q (j)n,ν) + En−j,ν+j

]
.

(19)

Recall that we have obtained the probability distribution
of the number of clusters with detecting CMs, P (Nc = i),
and the probability distribution of the number of detect-
ing CMs given Nc detecting clusters, P (N = n|Nc = i),

by simulation. With this information, the mean energy
consumption during event reporting in a given scenario,
E, is obtained by multiplying the energy consumed when
a given number of CMs and clusters detect the event by
its probability of occurrence as

E =

Ncmax∑
i=1

i·P (Nc = i)×
Nmax∑
n=1

P (N = n|Nc = i)En ; (20)

where Nmax and Ncmax are the maximum values of N and
Nc. Note that the mean energy consumption is calculated
similarly for the case where B 6= 1 and is given as

E =

Ncmax∑
i=1

i · P (Nc = i)×
Nmax∑
n=1

P (N = n|Nc = i)En,0,

(21)
since ν = 0 at the beginning of event reporting.

To evaluate the report latency, let T` be the random
variable that defines the number of time slots elapsed be-
tween the occurrence of an event detected by N CMs and
the end of the event reporting process in a single cluster.
Recall that event reporting in a given cluster is completed
when ` = min{k,N} out of a total N packets are trans-
mitted successfully from the detecting CMs to the sink
node. As such, T` is the time to absorption in an ab-
sorbing DTMC; absorption occurs when the `th packet is
successfully transmitted.

T` follows a phase-type distribution with representa-
tion (α,P), where vector α defines the probabilities that
the system starts from each of the transient states and
P is the substochastic matrix of transient states. Let
h = 1 − P1 denote the absorption probabilities; 1 is a
column vector of 1s of the same dimension as P.

For the system depicted in Fig. 5 (non-adaptive back-
off), α = [1 0 . . . 0] and h = [0 . . . 0 pN−`+1]; the
dimension of both vectors is `.

For the system depicted in Fig. 6 (ABO), α = [1 0 . . . 0]
and h = [0 . . . 0 pN−`+1,0 . . . p0,N−`+1]; the dimension
of both vectors is δ (see eq. (14)).

It is known that P (T` = s) = αPs−1h, and the ex-
pected value of T` is given by (Alfa, 2010),

T` = α(I−P)−11, (22)

where I is the identity matrix of the same dimension as
P. Then, the mean report latency for a given scenario,
described by P (Nc = i) and P (N = n|Nc = i), can be
calculated as

T =

Ncmax∑
i=1

P (Nc = i)×
Nmax∑
n=1

P (N = n|Nc = i)T`. (23)

However, as stated above, we are especially interested
in obtaining the probability distribution of the report la-
tency, T . For this, let fc (j, s|i) be the probability that j ∈
{0, 1, . . . , `} packets are successfully transmitted within c
clusters in s time slots conditioned on the number of de-
tecting clusters, i. Also let f(j, s) be the probability that
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j packets are successfully transmitted in one cluster in s
time slots or less after an event is detected by N CMs.
Then, fc (j, s|i) can be determined by the following recur-
sion,

fc (j, s|i) =

j∑
u=0

fc−1 (u, s|i) f1 (j − u, s|i) ,

∀c ∈ {1, 2, . . . , i} (24)

where

f1 (j, s|i) =

Nmax∑
n=1

P (N = n|Nc = i) f(j, s) (25)

is the probability that j packets are successfully transmit-
ted within one cluster in s time slots or less after an event
is detected by i clusters.

For the system depicted in Fig. 5 (non-adaptive back-
off), it is given by,

f (j, s) = αPs ej , j ∈ {1, 2, . . . , `− 1}, (26)

where ej is a column vector of zeros of dimension `, except
it has a 1 at position j + 1. For the system depicted in
Fig. 6 (ABO), f (j, s) is obtained in a similar manner.

For j = `, we know that,

P (T` > s) = αPs1. (27)

Note that in (27) if s ≤ `−1, then P (T` > s) = 1. Clearly,

f (`, s) = 1− P (T` > s) . (28)

Finally, when the number of affected clusters is Nc and the
number of event packets required at the sink is k, the cu-
mulative distribution function (CDF) of T can be written
as

P (T ≤ s;Nc = i, k) =
∑
j≥k

fi (j, s|i)

= 1−
∑
j<k

fi (j, s|i) .
(29)

Now, we are able to obtain the report latency distribu-
tion for specific environments as

P (T ≤ s; k) =

Ncmax∑
i=1

P (T ≤ s;Nc = i, k) · P (Nc = i),
(30)

given the distribution of the number of detecting nodes
and clusters is known. As such, in Section 5 we study the
impact that transmission probabilities and event detection
radii have on performance.

Table 1: Network parameters.

Parameter Value

Area Size 100 m× 100 m
Sink Node location (200, 0)
Deployed nodes M = 100
Data packet length l = 2 kbits
Control packet length lc = 1 kbits
Data bit rate Rb = 40 kbps
Time slot duration ts = 0.1 s
Energy per bit required by

Eelec = 50 nJ/bit
the communication circuits
Transmission range dl = 35 m

dh =
√

2002 + 1002 m
Path loss exponent Pl = 2
Amplifier energy εamp = 10 pJ/bit/m

5. QoS analysis

Results presented in this section are used to highlight
the capabilities of the proposed method for QoS analysis
and also to showcase the robustness of an adaptive backoff
(ABO) to the inadequate selection of parameters. The
relevant network parameters we use for QoS analysis are
listed in Table 1.

Herein, we assume that, at least, k must be received at
the sink node to accurately characterize the event. In cases
where Ntot < k, event reporting is unsuccessful as the sink
is unable to obtain the necessary information for charac-
terizing the event. Since we have already obtained the
probability distribution of the number of detecting nodes
by simulation, we can easily calculate the event overlook-
ing probability, P (Ntot < k), for the given values of R and
k.

From Fig. 7 we observe that the event overlooking
probability, P (Ntot < k), sharply reduces as R increases.
Hence, the network administrator must configure the thresh-
olds in the sensors to achieve an adequate detection ra-
dius, which consequently reduces event overlooking prob-
ability. Obviously, the lower limit for the event detec-
tion radius, R, highly depends on the density of deployed
nodes within the network. For the considered node density,
D = 0.01 nodes/m2, and k = 3, we assume that R ≥ 15 m
results in an adequate P (Ntot < 3) < 0.1. As such, for the
rest of the paper we assume that event reporting is termi-
nated at the time in which the sink node receives k = 3
event packets. Building on this, we now focus on assessing
the energy consumption and report latency for large event
detection radii.

To study the energy consumption in RA event report-
ing, we compare two approaches for event reporting. In
the first, each of the N detecting nodes is set to transmit
a packet to the CH. In the second, CMs sense the medium
in order to identify the kth successfully sent packet. Then,
the remaining packets are discarded in order to reduce en-
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Figure 8: Mean energy consumption, E, for the transmis-
sion of N and k = 3 event packets for several detection
radii, R ∈ {20, 25, 30}m, and transmission probabilities, τ ∈
{0.05, 0.06, . . . , 0.35}.

ergy wastage due to the transmission of redundant packets.
Fig. 8 shows the mean energy consumption during event
reporting, E, for both approaches. It is clear that energy
consumption is greatly affected when high values of τ are
selected. Large detection radii, R, also affect the energy
consumption but to a lower extent. In other words, by se-
lecting lower values of τ and R, a higher energy efficiency is
obtained. Also, note that restricting the number of trans-
mitted packets by means of medium sensing reduces energy
consumption for low values of τ in every studied environ-
ment. In these cases, the network is not highly congested.
Conversely, restricting the number of transmitted packets
increases the energy consumption when high values of τ
are selected.

We begin our analysis of report latency by showing its
mean value in Fig. 9. Here we observe that for small de-

101

102

103

104

0.05 0.1 0.15 0.2 0.25 0.3 0.35

M
ea
n
re
p
o
rt

la
te
n
cy
,
T

Transmission probability, τ

R = 5
R = 10

R = 15

R = 20

R = 25

R = 30

Figure 9: Mean report latency, T , assuming k = 3 event pack-
ets must be received at the sink node for several event detection
radii R ∈ {5, 10, 15, 20, 25, 30}m, and transmission probabilities,
τ ∈ {0.05, 0.06, . . . , 0.35}.

tection radii, high values of τ reduce report latency. On
the other hand, high values of τ increase report latency
for large detection radii. Hence, for large detection radii,
report latency is correlated to energy consumption. This
is an important fact because selecting a large detection ra-
dius reduces event overlooking probability. Therefore, the
selection of a large R and low τ is the most efficient solu-
tion for time-critical applications, as it sharply reduces
report latency and event overlooking probability, while
maintaining an adequate energy efficiency.

As stated earlier, obtaining the probability distribution
of report latency provides with much more valuable infor-
mation regarding the behavior of the system than mean re-
port latency, which is especially important in time-critical
applications. For the sake of simplicity, we obtained the
90th percentile of report latency,

T90 = min{s : P (T ≤ s;Nc, k) ≥ 0.9}, (31)

to confirm the results presented in Fig. 9. Since the mean
report latency and event overlooking probability are en-
hanced for higher values of R, we obtained the T90 for
R = 30 m. Specifically, Fig. 10 shows the 90th percentile
of report latency, T90, forNc ∈ {1, 2, 3, 4, 5} and the overall
T90 = min{s : P (T ≤ s; k) ≥ 0.9} for the given scenario.
Here, two tendencies are clearly observed: report latency
steeply increases with τ and, the more clusters are involved
in event reporting, the lower the time needed for receiv-
ing k packets at the sink. Both of these tendencies con-
firm that the combination of low transmission probabili-
ties with a large detection radius enhances event reporting.
Note that the report latency for Nc = 1 highly contributes
to the overall report latency, whereas the contribution to
this parameter fades considerably as Nc increases.

The minimum 90th percentile of report latency, T90 =
min{s : P (T ≤ s; k) ≥ 0.9} = 10 time slots, is achieved
by selecting τ = 0.06, hence we show its CDF in Fig. 11.
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τ = 0.06.

Hereafter, we use the energy consumption and report la-
tency obtained by selecting τ = 0.06 to assess the benefits
of implementing an adaptive backoff (ABO).

5.1. QoS analysis of ABO

We use the hybrid method presented in Section 4 to
analyze the performance of RA event reporting when an
adaptive backoff (ABO) is implemented. As described pre-
viously, we first use our simulator to obtain the probabil-
ity distribution of the number of detecting nodes, which
allows us to analytically calculate the energy consumption
and report latency during event reporting.

We evaluate the energy efficiency of the ABO by ob-
taining the mean energy consumption during event report-
ing given R = 30 m, τ ∈ (0, 1) and B ∈ {1, 2, 3, 5, 10}.
Herein, we denote B = 1 as the case where no adaptive
backoff is performed and τ∗e (B) as the value of τ that op-
timizes energy consumption for a given B. The mean en-
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Figure 12: Mean energy consumption during event reporting, E, for
R = 30 m.

Table 2: Transmission probabilities, τ∗e (B), that minimize the mean
energy consumption, E, for the given B.

B τ∗e (B) E (J)

1 0.06 0.09812
2 0.07 0.09707
3 0.07 0.09714
5 0.07 0.09749
10 0.08 0.09838

ergy consumption is shown in Fig. 12 and Table 2 shows
the achieved values of E for the given τ∗e (B).

Note that τ∗e (2) = 0.07 leads to the overall minimum
energy consumption in the network. However, extremely
similar values are obtained when selecting other low values
of B for the ABO. Therefore, the use of an ABO is capable
of reducing the mean energy consumption when compared
to the optimal selection of τ with a non-adaptive backoff
(B = 1). Fig. 12 also shows that the mean energy con-
sumption, E, increases rapidly if the non-adaptive back-
off is implemented and τ∗e (1) is not selected. Note that
the ABO increases the range of values of τ that lead to
an almost-optimal E when compared to the non-adaptive
backoff. Thus, the implementation of an ABO leads to the
overall minimum E and also reduces the negative impact
on performance of the inadequate selection of transmission
probabilities, τ . Hence, the network performance is much
more robust.

We now proceed to investigate the behavior of report
latency for each possible value of τ ∈ (0, 1) and B ∈
{1, 2, 3, 5, 10} given R = 30 m. We show the overall T90
obtained in this scenario in Fig. 13. Herein, we denote
τ∗(B) as the value of τ that optimizes the T90 for a given
B. The values of τ∗(B) and the resulting T90 are listed in
Table 3.

Here we observe that the same minimum T90 is achieved
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Table 3: Transmission probabilities, τ∗(B), that minimize the 90th
percentile of report latency, T90, for the given B.

B τ∗(B) T90

1 0.06 10
2 0.07 10
3 0.07 10
5 0.07 10
10 0.08 10

for each τ∗(B) and also that τ∗(B) = τ∗e (B); hence the se-
lection of τ∗(B) leads to the optimal report latency and
energy consumption for each B. Note that while τ∗(B)
is rather constant, setting the exact τ∗(B) becomes less
critical as B increases; i.e., the performance degradation if
the exact τ∗(B) is not selected is less important for high
values of B. This is the major advantage of the ABO with
respect to the non-adaptive backoff and will be further
showcased in Fig. 15 and Fig. 16. As such, the implemen-
tation of an ABO produces a similar effect in both E and
T90. This is highly desirable as the overall robustness of
the network performance to the selection of transmission
parameters increases.

For an in-depth look at the behavior of report latency,
we have obtained its CDF, which is shown in Fig. 14. It
is observed that selecting τ∗(B) leads to an almost iden-
tical probability distribution of report latency for B ∈
{1, 2, 10}. This confirms that implementing an ABO is
as time-efficient as the non-adaptive backoff, but its per-
formance is much more robust; i.e., an extremely precise
selection of transmission probabilities is not required to
achieve an adequate performance.

To further illustrate the benefits provided by the ABO,
we show the relative increase in the 90th percentile of re-
port latency, T90, and in the mean energy consumption,
E, due to slight deviations from τ∗(B) for B ∈ {1, 2, 10}
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Figure 14: CDF of report latency, P (T ≤ s; k), R = 30 m.

in Fig. 15. The relative increase is calculated as the ra-
tio between the achieved QoS parameter and its overall
achieved minimum. From Tables 3 and 2 it can be seen
that min{T90} = 10 time slots and min{E} = 0.09707 J.
It is observed that failing to select τ∗(1) highly affects
performance. This is clear even for errors as low as τ =
τ∗(1)± 0.03. On the other hand, the energy consumption
and report latency that the ABO provides are much more
robust to the selection of parameters.

Based on our results, implementing the ABO in a single-
event scenario may lead to the exact same minimum report
latency and to a lower energy consumption when compared
to the implementation of a non-adaptive backoff. In addi-
tion, the network performance is not significantly affected
when τ∗(B) is not selected. Hence the robustness in the se-
lection of transmission parameters that the ABO provides
is highly valuable.

5.2. Multi-event environments

In multi-event environments several types of events oc-
cur and each of them presents different characteristics.
This is a typical scenario in complex WSN applications
as nodes may be in charge of monitoring a wide range of
environmental parameters.

To evaluate the performance of RA event reporting, we
have selected an environment where two types of events
occur. Specifically, we assume an environment in which
the detection radius of 75% of the events is R1 = 30 m and
the detection radius of the remaining 25% of the events is
R2 = 15 m. We use our hybrid method to obtain τ∗(B)
and the combination of τ∗(B) and B that optimizes report
latency.

Fig. 16 shows the relative increase in the T90 and E
when compared to min{T90} = 13 time slots and min{E} =
0.081878 J. The values of τ∗(B), along with the achieved
T90 and E are enlisted in Table 4. Here we observe that the
implementation of an ABO in multi-event environments
leads to a similar behavior as in single-event environments,
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Figure 15: Relative increase in the (a) mean energy consumption, E,
and (b) 90th percentile of report latency, T90, due to slight deviations
from τ∗(B) with R = 30.

i.e., the performance provided by an ABO in much more
robust when compared to the non-adaptive backoff.

Table 4 reveals that selecting τ∗(B) for each B results
in the same T90 = 13 time slots and also that the overall
minimum energy consumption is achieved when selecting
τ∗(2) and increases with B.

To further observe the advantages of an ABO in multi-
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Figure 16: Relative increase in the (a) mean energy consumption, E,
and (b) 90th percentile of report latency, T90, due to slight deviations
from τ∗(B), P (R = 30) = 0.75 and P (R = 15) = 0.25.

event environments, the CDF of report latency within each
cluster for B ∈ {1, 2, 10}, given the selection of τ∗(B), is
presented in Fig. 17. Here we observe slight differences
between the selected τ∗(B). For instance, the CDF or
report latency increases more rapidly rapidly for τ∗(10).

As such, an ABO is capable of optimizing report la-
tency and energy consumption in multi-event environments.
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Table 4: Transmission probabilities, τ∗(B), that minimize the 90th
percentile of report latency, T90, for the given B in the considered
multi-event environment.

B τ∗(B) T90 E (J)

1 0.07 13 0.08456
2 0.07 13 0.08287
3 0.07 13 0.08293
5 0.08 13 0.08321
10 0.08 13 0.08406
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Figure 17: CDF of report latency, P (T ≤ s; k), P (R = 15 m) = 0.25,
P (R = 30 m) = 0.75.

In addition, the network performance is much more robust
to the inadequate selection of transmission probabilities.

6. Conclusion

In this paper, we have presented a hybrid method for
the QoS analysis of RA WSN protocols. This method is
especially useful to assess the QoS of WSNs in time-critical
applications, where event reporting is time-constrained and
fault-sensitive. As it considers a basic structure, it can be
easily adapted for analyzing a wide range of WSN proto-
cols.

The presented method comprises three main phases.
In the first, the probability distribution of detecting nodes
is obtained by simulation. In the second phase, a discrete-
time Markov reward process is defined. In the third phase,
the probability distribution of report latency and the mean
energy consumption for one event reporting phase are cal-
culated. We have conducted a thorough analysis of the
QoS provided by a non-adaptive and by an adaptive back-
off (ABO) scheme in single and multi-event environments
to showcase the adaptability of the presented method.

Obtaining the probability distribution of detecting nodes
has allowed us to calculate the overlooking probability for
the given detection radii, R, and the required number of

messages to characterize the occurring event, k. By com-
paring the event overlooking probability with the mean
energy consumption, we identified a clear trade-off; i.e.,
large detection radii reduce the event overlooking proba-
bility but increase the energy consumption. Hence the net-
work administrator must configure the sensibility (thresh-
olds) of the detecting sensors of the nodes to achieve an
adequate balance between these two QoS parameters for
the target application.

Regarding the RA event reporting scheme, we observed
that restricting the number of transmitted packets leads to
a noticeable drop in the energy consumption during event
reporting for low values of τ . Conversely, no significant
energy savings were achieved by restricting the number of
transmitted packets and selecting high values of τ . This
implies that in highly congested wireless environments (the
number of transmissions per time slot increases with τ),
a high percentage of the total energy is consumed during
the transmission of the first ` messages due to the high
probability of collisions and retransmissions. These results
were obtained with the selection of an energy consumption
model that has been widely used in the literature; if other
energy consumption model is employed, different results
can be obtained.

Obtaining the CDF of report latency has allowed us to
observe that the cases where an event affects a low number
of clusters, Nc, contribute the most to the overall T90 be-
cause these cases occur more frequently and cause a higher
latency when compared to cases where a high Nc detect
the event. We also observed that this parameter bottomed
out at τ = 0.06 when R = 30 m.

Regarding the adaptive backoff (ABO) in single-event
environments, we observed that reducing the transmission
probabilities during backoff can indeed result in the same
minimum report latency obtained with the non-adaptive
backoff. But the main benefits of the ABO is the opti-
mization of energy consumption and the increase in the
robustness of the system as the QoS is much less affected
by the inadequate selection of transmission probabilities.

Since a wide variety of events may occur in complex ap-
plications, we conducted a QoS analysis in a multi-event
environment. Here we observed that an ABO may opti-
mize report latency and energy consumption simultane-
ously. In other words, important time and energy savings
are achieved by carefully reducing transmission probabili-
ties during backoff.

In practice, the optimal deployment and configuration
of a RA WSN may not be possible. Nevertheless, our
results show that a high QoS can be achieved by: a) de-
ploying and configuring the WSN such that the events are
detected by several nodes; b) restricting the number of
event report packets per cluster and c) implementing a
RA protocol with a low transmission probability and an
ABO scheme.
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