Sound propagation in the time-domain by the Split-Operator technique
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Abstract. This work presents a finite-difference scheme to study the scattering of sound in the time-domain. It can be applied to heterogeneous fluids in any dimensionality. The scheme is based on the split-operator technique introduced in quantum mechanics to solve the time-dependent Schrödinger equation. This scheme presents advantages in comparison with the usual finite-difference time-domain algorithms. Its main characteristics are: a) its precision is of the order $(\Delta t)^2$; b) it can work with non-homogeneous space-discretizations; and c) it satisfies the energy conservation law. Here, the scheme is also applied to solve four simple tests cases in one-dimensional space.

Introduction

We address the problem of finding a numerical integration scheme for solving the second order differential equation that defines the sound propagation in inhomogeneous systems. The goal is to develop an efficient algorithm to study sound attenuation in a gas or fluid having periodic inclusions with different density and/or sound velocity. This problem is of current interest since it has been shown that, for example, structures consisting of rigid cylinders in air exhibit interesting properties regarding sound propagation [1–3]. Those structures were modeled by considering infinite periodic systems and by comparing the acoustic band structure with attenuation spectra measured in zero-order transmission experiments. Nevertheless, this method fails to describe features associated with actual finite structures. Thus, for example, attenuation bands (destructive interference) appear due to the existence of uncoupled bands at the air/periodic-structure interface. On the other hand, sound reinforcements (constructive interference) also appear in the spectra, which can be due to focusing effects produced by the borders of the structure [1, 3]. To overcome this difficulty the Transfer Matrix Method [4] has been recently introduced to solve the acoustic systems [5]. In this method the structures are infinite in the direction perpendicular to the sound propagation, and the main drawback is the huge numerical demand to get enough precision at high frequencies. Methods based on multiple scattering theory are a very good alternative when the sound scatterers have symmetric shape like cylinders or spheres [6–9]. The finite-difference time domain (FDTD) method introduced by Yee [10] has been extensively used to simulate the wave-propagation of electromagnetic waves in time-domain. In the same spirit the FDTD method has been employed to solve underwater acoustic problems [11]. Also, finite difference methods based on discretization of the second order wave equation have been developed in dealing with seismic wave propagation [12], and elastic wave propagation through periodic scatterers [13]. No limitations with respect to the shape of the scatterers exist in this method.

In this paper we introduce a new discretization scheme that deals with the differential equation for the sound propagation in non-homogeneous media. We have used a non-conventional set of canonical variables to define a phase-space where the Liouville theorem applies. Afterward, the corresponding first order differential equation associated with the spectral density is solved by the split-operator technique [14]. Finally, the operator of time evolution is employed to obtain the differential equation in space-domain which can be discretized in a non-uniform mesh. A preliminary version of this work has been published in a Conference Proceedings [15]. The paper is organized as follows. In Sect. II, the problem is formulated and solved by this new method. The solution found is valid for any arbitrary system in any dimensional space; i.e., one-dimensional (1D), two-dimensional (2D), and three-dimensional (3D). In Section III, we investigate some properties of the time step evolution matrix, obtained in the previous section. In Section IV, present numerical results when the method is applied to some 1D problems whose solutions are known. Finally, Sect. V summarize the work.

Theory and approach

Consider a linear inhomogeneous medium with space-dependent density $\varrho(\mathbf{r})$, and compressibility $\kappa(\mathbf{r})$. The pres-
sure field $\Phi(\mathbf{r}, t)$ and particle velocity $\mathbf{v}(\mathbf{r}, t)$ satisfy the following equations:

$$\frac{\partial \Phi(\mathbf{r}, t)}{\partial t} = -\nabla^{-1}(\mathbf{r}) \nabla \cdot \mathbf{v}(\mathbf{r}, t),$$

(1)

which is the equation of continuity, and

$$\frac{\partial \mathbf{v}(\mathbf{r}, t)}{\partial t} = -\nabla \Phi(\mathbf{r}, t),$$

(2)

which is the Newton’s law of motion. The compressibility is related to the sound velocity $c(\mathbf{r})$ through:

$$\nabla(\mathbf{r}) = \frac{1}{\rho(\mathbf{r})} c^2(\mathbf{r}).$$

(3)

These equations can be combined to obtain the well known second order partial differential equation for the scalar field:

$$\frac{\partial^2 \Phi(\mathbf{r}, t)}{\partial t^2} = c^2(\mathbf{r}) \rho(\mathbf{r}) \nabla \cdot \left[ \nabla \left( \frac{1}{\rho(\mathbf{r})} \nabla \Phi(\mathbf{r}, t) \right) \right].$$

(4)

At the same time, the system is considered non-dissipative, the energy is conserved, since its Hamiltonian is:

$$H = \frac{1}{2} \int \rho(\mathbf{r}) \nabla^2(\mathbf{r}) \, d\mathbf{r} + \frac{1}{2} \int \nabla(\mathbf{r}) \Phi(\mathbf{r}, t) \, d\mathbf{r}.$$  

(5)

We assume that $\rho(\mathbf{r})$ and $c^2(\mathbf{r})$ are time independent, and, in composite media, their values change when going from one medium to the other. Also, they are correlated quantities since they are medium dependent.

Evaluating the divergence on the right side of Eq. (4), we can write:

$$\frac{\partial^2 \Phi(\mathbf{r}, t)}{\partial t^2} = c^2(\mathbf{r}) \{ \nabla^2 - \nabla \left( \ln |\rho(\mathbf{r})| \right) \} \Phi(\mathbf{r}, t).$$

(6)

It is convenient to cast this second order differential equation in a pair of first order partial differential equations in time. For this, we define $\Lambda(\mathbf{r}, t)$ to rewrite Eq. (6) as:

$$\frac{\partial \Phi(\mathbf{r}, t)}{\partial t} = \Lambda(\mathbf{r}, t),$$

(7)

$$\frac{\partial \Lambda(\mathbf{r}, t)}{\partial t} = \Gamma(\mathbf{r}) \Phi(\mathbf{r}, t)$$

(8)

where

$$\Gamma(\mathbf{r}) = c^2(\mathbf{r}) \{ \nabla^2 - \nabla \ln |\rho(\mathbf{r})| \nabla \}.$$  

(9)

The variables $\Phi(\mathbf{r}, t)$ and $\Lambda(\mathbf{r}, t)$ are canonical and define a multidimensional phase-space, where the phase density $\sigma(\Phi, \Lambda, t)$ [18], which verifies the Liouville theorem; i.e., $d\sigma(\Phi, \Lambda, t)/dt = 0$. This density has an explicit time dependence plus an implicit time dependence in $\Phi$ and $\Lambda$. So, the total time derivative $d\sigma(\Phi, \Lambda, t)/dt$ is a sum of three different terms

$$\frac{d\sigma(\Phi, \Lambda, t)}{dt} = \frac{\partial \sigma}{\partial \Lambda} \frac{\partial \Lambda(\mathbf{r}, t)}{\partial t} + \frac{\partial \sigma}{\partial \Phi} \frac{\partial \Phi(\mathbf{r}, t)}{\partial t} + \frac{\partial \sigma}{\partial t}.$$  

(10)

Making use of Eqs. (7)-(8) the Liouville equation is obtained:

$$\frac{\partial \sigma(\Phi, \Lambda, t)}{\partial t} = -\left[ \Lambda(\mathbf{r}, t) \frac{\partial}{\partial \Phi} + \left( \Gamma(\mathbf{r}) \Phi(\mathbf{r}, t) \right) \frac{\partial}{\partial \Lambda} \right] \sigma(\Phi, \Lambda, t).$$

(11)

To study the time evolution of the spectral density between some initial time $t_i$ until a final time $t_f$ it is convenient to define the corresponding time propagator operator $U(t_f, t_i)$. For this, we put Eq. (11) in an exponential form, by integrating from $t_i$ to $t_f$:

$$\sigma(\Phi, \Lambda, t_f) = U(t_f, t_i) \sigma(\Phi, \Lambda, t_i),$$

(12)

where

$$U(t_f, t_i) = \exp \left\{ -\int_{t_i}^{t_f} \left[ \Gamma(\mathbf{r}) \Phi(\mathbf{r}, t) \frac{\partial}{\partial \Lambda} + \Lambda(\mathbf{r}, t) \frac{\partial}{\partial \Phi} \right] \, d\mathbf{r} \right\}.$$  

(13)

Here a remark needs to be made. If the coefficients $\Gamma(\mathbf{r}) \Phi(\mathbf{r}, t)$ and $\Lambda(\mathbf{r}, t)$ are time-independent, the time interval $[t_i, t_f]$ can be arbitrarily chosen. In any other case, the total interval can be divided in a number of $M$ sub-intervals $\Delta t_n$, such that:

$$\exp \left\{ \int_{t_i}^{t_f} T(t_f, t) \, d\mathbf{r} \right\} = \exp \left\{ \int_{t_i}^{t_f} \left[ \int_{t_n}^{t_{n+1}} T(t_f, t) \, d\mathbf{r} \right] \right\} + \ldots + \int_{t_M}^{t_f} T(t_f, t) \, d\mathbf{r}.$$  

(14)

where

$$t_n \equiv t_i + \sum_{k=1}^{n-1} \Delta t_k; \quad t_1 = t_i, \quad t_M = t_f - \Delta t_M.$$  

(15)

The time sub-intervals, $\Delta t_n = t_{n+1} - t_n$, must be small enough so that the time dependence on the parameters $\Gamma(\mathbf{r}) \Phi(\mathbf{r}, t)$ and $\Lambda(\mathbf{r}, t)$ can be neglected, i.e., $\Phi(\mathbf{r}, t_n + \Delta t_n) \approx \Phi(\mathbf{r}, t_n)$ and $\Lambda(\mathbf{r}, t_n + \Delta t_n) \approx \Lambda(\mathbf{r}, t_n)$. In this limit, the total time operator is:

$$U(t_f, t_i) = U \left( t_f, t_i + \sum_{n=1}^{M-1} \Delta t_n \right) \times U \left( t_i + \sum_{n=1}^{M-1} \Delta t_n, t_i + \sum_{n=1}^{M-2} \Delta t_n \right) \times \ldots \times U(t_i, t_i + \Delta t_1, t_f).$$  

(16)

It consists of successive applications of the $M$ operators $U(\Delta t_n, t_n)$.

$$U(t_f, t_i) = \prod_{n=1}^{M} \left[ U(\Delta t_n, t_n) \right]$$  

(17)

where

$$U(\Delta t_n, t_n) = \exp \left\{ -\Delta t_n T(t_f, t_n) \right\}.$$  

(18)
Therefore, the exponential form of the Liouville equation, Eq. (12), is
\[
\sigma(\Phi, \Lambda, t_f) = \prod_{n=1}^{M} U(\Delta t, t_n)) \sigma(\Phi, \Lambda, t_0),
\]
with
\[
t_f - t_i = \sum_{n=1}^{M} \Delta t_n.
\]

**Time evolution of \( \Phi, \Lambda \): the Split-Operator technique**

The \( M \) subintervals can be chosen equals with no lost of generality; i.e., \( \Delta t_n = \Delta t, \forall n \). Let us study the time evolution of variables \( \Phi \) and \( \Lambda \) between some initial time \( t_n = t_i + (n-1) \Delta t \) up to a final time \( t_{n+1} \) separated by a step interval \( \Delta t, t_{n+1} = t_n + \Delta t, n \) being an integer in the interval \([1, M]\). As discussed before, Eq. (19) can be applied to this case:
\[
\sigma(\Phi, \Lambda, t_{n+1}) = \exp \left\{ -\Delta t \left[ \frac{\partial}{\partial \Phi} + (\Gamma(r) \Phi(r, t_n)) \frac{\partial}{\partial \Lambda} \right] \right\} \times \sigma(\Phi, \Lambda, t_n). 
\]

The differential operators \( A_\phi \equiv \Lambda(r, t_n) \frac{\partial}{\partial \phi} \) and \( B_\Lambda \equiv (\Gamma(r) \Phi(r, t_n)) \frac{\partial}{\partial \Lambda} \) in the expression above do not commute and therefore, we cannot put the exponential as a product of two exponential; i.e.:
\[
\exp \left\{ -\Delta t [A_\phi + B_\Lambda] \right\} \neq \exp (-\Delta t A_\phi) \times \exp (-\Delta t B_\Lambda).
\]

The relationship between the differential operators on both sides of inequality (21) is given by the Glauber’s formula [16]. In Appendix A this formula is extended to the case of three different operators \( A, B \) and \( C \) to show that the special condition \( A = C \), reduces the error of the approximation consisting of applying the single exponential operator in Eq. (20) as a sequential application of exponential operators containing only one single operator in the exponent. In other words, we can use the following approach:
\[
\exp \left\{ -\Delta t \left[ \frac{A_\phi}{2} + B_\Lambda + \frac{A_\phi}{2} \right] \right\}
\approx \exp \left\{ -\Delta t \frac{A_\phi}{2} \right\} \exp \left\{ -\Delta t B_\Lambda \right\} \exp \left\{ -\Delta t \frac{A_\phi}{2} \right\} + O(\Delta t^3).
\]

This approach represents the so called symmetrical split-operator (SSO) technique, which has been successfully applied in quantum mechanics to solve numerically the time dependent Schrödinger Eq. (14). Also, it has been proposed to solve physical problems in classical mechanics [17]. Thus, the splitting of an operator substantially reduces the error associated with applying it consecutively.

In our case, two different splitting schemes can be developed. The first one is:
\[
\sigma(\Phi, \Lambda, t_{n+1}) \approx \exp \left\{ -\frac{\Delta t}{2} \frac{\partial}{\partial \Phi} \right\} \times \exp \left\{ -\frac{\Delta t}{2} \frac{\partial}{\partial \Lambda} \right\} \times \sigma(\Phi, \Lambda, t_n).
\]

The second possibility is:
\[
\sigma(\Phi, \Lambda, t_{n+1}) \approx \exp \left\{ -\frac{\Delta t}{2} \frac{\partial}{\partial \Phi} \right\} \times \exp \left\{ -\frac{\Delta t}{2} \frac{\partial}{\partial \Lambda} \right\} \times \sigma(\Phi, \Lambda, t_n),
\]

Both schemes are identical us to terms in \( (\Delta t)^3 \). Let us analyze the splitting scheme defined by Eq. (23). It is known that the action of an exponential operator \( \exp \left( \frac{\partial}{\partial \phi} \right) \), where \( \theta \) is a parameter, produces a shift of the variable by \( \theta \), namely
\[
\exp \left[ \frac{\partial}{\partial \phi} \right] f(x) = f(x + \theta).
\]

Therefore, we have to apply sequentially this property the three exponential operators in Eq. (23). The application of the first operator gives:
\[
\sigma(\Phi, \Lambda, t_{n+1}) = \exp \left\{ -\frac{\Delta t}{2} \frac{\partial}{\partial \Phi} \right\} \times \exp \left\{ -\frac{\Delta t}{2} \frac{\partial}{\partial \Lambda} \right\} \times \sigma(\Phi, \Lambda, t_n).
\]

The result of the second operator is:
\[
\sigma(\Phi, \Lambda, t_{n+1}) = \exp \left\{ -\frac{\Delta t}{2} \frac{\partial}{\partial \Phi} \right\} \times \sigma(\Phi, \Lambda, t_n).
\]

Finally, after the application of the third operator we obtain:
\[
\sigma(\Phi, \Lambda, t_{n+1}) = \sigma \left[ \Phi - \frac{\Delta t}{2} \frac{\partial}{\partial \phi} \right] \left( \phi - \frac{\Delta t^2}{2} \frac{\partial^2}{\partial \phi^2} \right) \sigma(\Phi, \Lambda, t_n).
\]
From this expression the relationship between the quantities at the \( n + 1 \) temporal step, \( \Phi^{n+1}(r) \) and \( \Lambda^{n+1}(r) \), with the corresponding ones at \( t_n \), \( \Phi^{n}(r) \) and \( \Lambda^{n}(r) \), can be obtained. It is given by the following \( 2 \times 2 \) matrix equation:

\[
\begin{bmatrix}
\Phi^{n+1}(r) \\
\Lambda^{n+1}(r)
\end{bmatrix}
= Y(r, \Delta t) \times
\begin{bmatrix}
\Phi^{n}(r) \\
\Lambda^{n}(r)
\end{bmatrix}
\tag{29}
\]

where
\[
Y(r, \Delta t) = \begin{bmatrix}
\alpha_{11}(r, \Delta t) & \alpha_{12}(r, \Delta t) \\
\alpha_{21}(r, \Delta t) & \alpha_{22}(r, \Delta t)
\end{bmatrix},
\tag{30}
\]

and the coefficients \( \alpha_{11}, \alpha_{12}, \alpha_{21}, \alpha_{22} \) are:
\[
\begin{align*}
\alpha_{11}(r, \Delta t) &= 1 + \frac{\Delta t^2}{2} \Gamma(r), \\
\alpha_{12}(r, \Delta t) &= -\Delta t, \\
\alpha_{21}(r, \Delta t) &= -\Delta t \Gamma(r) \left[ 1 + \frac{\Delta t^2}{4} \Gamma(r) \right], \\
\alpha_{22}(r, \Delta t) &= 1 + \frac{\Delta t^2}{2} \Gamma(r).
\end{align*}
\tag{31}
\]

In similar form, the second temporal propagation scheme can be expressed by the very same Eq. (29), but with the following coefficients:
\[
\begin{align*}
\alpha_{11}(r, \Delta t) &= 1 + \frac{\Delta t^2}{2} \Gamma(r), \\
\alpha_{12}(r, \Delta t) &= -\Delta t \left[ 1 + \frac{\Delta t^2}{4} \Gamma(r) \right], \\
\alpha_{21}(r, \Delta t) &= -\Delta t \Gamma(r), \\
\alpha_{22}(r, \Delta t) &= 1 + \frac{\Delta t^2}{2} \Gamma(r).
\end{align*}
\tag{32}
\]

Therefore, if we know the variables at some initial time \( t_i \), their values at the final time \( t_f \) which is separated by \( M \) equal time steps \( \Delta t \), are obtained by:
\[
\begin{bmatrix}
\Phi(r, t_f) \\
\Lambda(r, t_f)
\end{bmatrix} = \begin{bmatrix}
\alpha_{11}(r, \Delta t) & \alpha_{12}(r, \Delta t) \\
\alpha_{21}(r, \Delta t) & \alpha_{22}(r, \Delta t)
\end{bmatrix}^M \begin{bmatrix}
\Phi(r, t_i) \\
\Lambda(r, t_i)
\end{bmatrix}.
\tag{33}
\]

The differential problem in the equations above is transformed into an algebraic problem by calculating the corresponding derivatives using finite-difference algorithms. In order to make such a calculation a discretization of the space has to be performed. Let us remark that the formulation introduced above is applicable to problems defined in any dimensions; 1D, 2D, and 3D. In the next section, we demonstrate the advantages of this new time-step evolution matrix (TSEM) algorithm in comparison with the standard Yee Algorithm. Afterward, in subsequent sections, the method will be applied to solve several 1D test cases.

**Properties of the time step evolution matrix**

In what follows we present some properties of the TSEM. With these properties in mind, the advantages of the SSO method in comparison with the standard FDTD become more evident. These properties are valid for the two distinct SSO algorithms. To treat both cases simultaneously, we add a new index, \( k \), to distinguish the same quantity in the two algorithms \( (k = 1, 2) \).

We already know that the SSO algorithm produces two distinct TSEM. However, its Jacobian \( J^{(k)} \) have the same value:
\[
J^{(k)} = \begin{bmatrix}
\alpha_{11}^{(k)}(r, \Delta t) & \alpha_{12}^{(k)}(r, \Delta t) \\
\alpha_{21}^{(k)}(r, \Delta t) & \alpha_{22}^{(k)}(r, \Delta t)
\end{bmatrix} = 1.
\tag{34}
\]

This result reveals that the SSO preserves the initial system information, in each time step. Since \( J^{(k-1)} = 1 \), we obtain the relationships:
\[
\begin{align*}
\alpha_{11}^{(k)}(r, \Delta t) &= \frac{\partial \Phi^{+1}}{\partial \Phi} = \frac{\partial \Lambda}{\partial \Phi^{+1}}, \\
\alpha_{12}^{(k)}(r, \Delta t) &= \frac{\partial \Phi^{+1}}{\partial \Phi} = \frac{\partial \Lambda}{\partial \Phi^{+1}}, \\
\alpha_{21}^{(k)}(r, \Delta t) &= \frac{\partial \Lambda^{+1}}{\partial \Phi} = \frac{\partial \Phi}{\partial \Lambda^{+1}}, \\
\alpha_{22}^{(k)}(r, \Delta t) &= \frac{\partial \Lambda^{+1}}{\partial \Phi} = \frac{\partial \Phi}{\partial \Lambda^{+1}}.
\end{align*}
\tag{35}
\]

Another interesting property emerges, when we define the \( 2 \times 2 \) matrices \( I \) and \( R^{(k)} \) respectively by
\[
I = \begin{bmatrix}
0 & 1 \\
-1 & 0
\end{bmatrix},
\tag{36}
\]

and
\[
R^{(k)} = Y^{(k)} \times I \times Y^{(k)},
\tag{37}
\]

where \( Y^{(k)} \) is the TSEM transposed. Evaluating the matrix product \( Y^{(k)} \times I \times Y^{(k)} \), we attain the elements \( r_{ij}^{(k)} \), which are Poisson brackets between \( \Phi^{+1(k)}, \Lambda^{+1(k)} \) and \( \Phi^{(k)}, \Lambda^{(k)} \):
\[
\begin{align*}
r_{11}^{(k)} &= [\Phi^{(k)}, \Phi^{(k)}] \left( \Phi^{+1(k)}, \Lambda^{+1(k)} \right), \\
r_{12}^{(k)} &= [\Phi^{(k)}, \Lambda^{(k)}] \left( \Phi^{+1(k)}, \Lambda^{+1(k)} \right), \\
r_{21}^{(k)} &= [\Lambda^{(k)}, \Phi^{(k)}] \left( \Phi^{+1(k)}, \Lambda^{+1(k)} \right), \\
r_{22}^{(k)} &= [\Lambda^{(k)}, \Lambda^{(k)}] \left( \Phi^{+1(k)}, \Lambda^{+1(k)} \right),
\end{align*}
\tag{38}
\]

where
\[
\begin{align*}
&[\Phi^{(k)}, \Lambda^{(k)}] \left( \Phi^{+1(k)}, \Lambda^{+1(k)} \right) = \frac{\partial \Phi^{+1(k)}}{\partial \Lambda^{(k)}} \frac{\partial \Lambda^{+1(k)}}{\partial \Phi^{(k)}} - \frac{\partial \Phi^{+1(k)}}{\partial \Phi^{(k)}} \frac{\partial \Lambda^{+1(k)}}{\partial \Lambda^{(k)}}, \\
&[\Phi^{+1(k)}, \Lambda^{+1(k)}] = \frac{\partial \Phi^{+1(k)}}{\partial \Lambda^{+1(k)}} - \frac{\partial \Phi^{+1(k)}}{\partial \Lambda^{+1(k)}}.
\end{align*}
\tag{39}
\]

Since that
\[
R^{(k)} = \begin{bmatrix}
r_{11}^{(k)} & r_{12}^{(k)} \\
r_{21}^{(k)} & r_{22}^{(k)}
\end{bmatrix} = I,
\tag{40}
\]

the \( R^{(k)} \) matrix is symplectic, and the SSO algorithm obeys the condition for canonical transformation of coordinates.
Other interesting TSEM property is the conservation of the area element \(|dA^{(k)}(\mathbf{r}, t_{j+1})|\), defined by the vectorial product between \(\Phi_{j+1}^{(k)}\) and \(\Lambda_{j+1}^{(k)}\):

\[
|dA^{(k)}(\mathbf{r}, t_{j+1})| = \begin{vmatrix}
\alpha_{11}^{(k)}(\mathbf{r}, \Delta t) & \alpha_{12}^{(k)}(\mathbf{r}, \Delta t) & 0 \\
\alpha_{21}^{(k)}(\mathbf{r}, \Delta t) & \alpha_{22}^{(k)}(\mathbf{r}, \Delta t) & 0
\end{vmatrix}.
\]

(41)

Evaluating this determinant, we have \(|dA^{(k)}(\mathbf{r}, t_{j+1})| = |dA^{(k)}(\mathbf{r}, t_{j})|\). It follows that the total area is conserved in each time step. As we see in example A in the next section, all of these properties are not verified by the standard FDTD method.

Application: sound propagation in one dimension

The sonic band structure of a 1D fluids with periodic modulations of their density was studied by Dowling [19]. This section is focused to develop the numerical algorithm that allows to study the propagation of sound in 1D fluids having a general space-dependent density \(\varrho(x)\).

Let us consider a pressure wave-packet with gaussian shape that at \(t = 0\) is centered at \(x_{0}\). The pressure \(\Phi\) and its time derivative \(\Lambda\) have the following initial conditions:

\[
\Phi^0(x) = 1 + \Omega \exp \left[ -\frac{\xi^2(x-x_0)^2}{2} \right],
\]

(42)

\[
\Lambda^0(x) = 0,
\]

(43)

where \(\Omega\) is the wave-packet amplitude and \(\xi\) defines its width.

The relationship in Eq. (29) will be used to study the propagation of this wave-packet. Any of the coefficients in Eqs. (31) or Eqs. (32) can be employed. Here, the ones in Eqs. (32) are chosen because they are numerically simpler. The 1D recursion formulas up to first degree in \(\Delta t\) for Eq. (29) are:

\[
\Phi^{n+1} = \left[ 1 + \frac{\Delta t^2}{2} \Gamma(x) \right] \Phi^n - \Delta t \Lambda^n,
\]

(44)

\[
\Lambda^{n+1} = \Lambda^n - \frac{\Delta t}{2} \Gamma(x) \left[ \Phi^n + \Phi^{n+1}(x) \right].
\]

(45)

Also, we want to quantify the usual kinematic magnitudes of the particles in the sound wave-packet: the displacement \(\xi^n(x)\), velocity \(v^n(x)\) and the acceleration \(a^n(x)\). The continuity equation and Newton’s third law, Eqs. (1) and (2) respectively, relate those magnitudes with the pressure and its time derivative:

\[
\frac{d\Phi(x)}{dx} + \varrho(x) a^n(x) = 0,
\]

(46)

\[
\Lambda^n(x) + x^{-1}(x) \frac{d\varrho^n(x)}{dx} = 0.
\]

(47)

While \(a(x)\) is obtained directly from Eq. (46), \(v(x)\) must be obtained at each \(x_i\) point by integration of eq. (47):

\[
v^n(x_i) = v^n(x_{i-1}) - \int_{x_{i-1}}^{x_i} \varrho(x) \Lambda^n(x) \, dx.
\]

(48)

Finally, since \(v(x, t) = \partial \xi^n/\partial t\), the displacement \(\xi^n(x_i)\) is

\[
\xi^n(x_i) = \xi^n(x_{i-1}) + \int_{t_{i-1}}^{t_i} v(x, t) \, dt.
\]

(49)

Equations (46)–(49) have to be consistent with the initial conditions. Therefore, at \(t = 0\),

\[
v^0(x) = \xi^0(x) = 0.
\]

(50)

Now, lets turn our attention to the \(\Gamma\) operator [Eq. (9)], which has the following form in 1D:

\[
\Gamma(x) = c^2 \left\{ \frac{\partial^2}{\partial x^2} - \left( \frac{\partial}{\partial x} \ln [\varrho(x)] \right) \frac{\partial}{\partial x} \right\}.
\]

(51)

A finite difference expression of this operator can be obtained by using a non-uniform spatial discretization in order to treat cases in which abrupt discontinuities of density and velocity exist. In what follows we develop the finite difference formulas to calculate both \(\partial/\partial x\) and \(\partial^2/\partial x^2\).

The positive distances \(a_i, b_i, c_i\) and \(d_i\), in the neighborhood of an arbitrary \(x_i\) point are

\[
a_i = x_{i+2} - x_i, \quad b_i = x_{i+1} - x_i, \quad c_i = x_{i-1} - x_i, \quad d_i = x_{i-2} - x_i.
\]

(52)

To obtain the partial derivatives of any general function \(\Xi(x)\) with an error proportional to \(O(\Delta x)^3\) \((\Delta x\) being the distance between two neighboring points), we expand \(\Xi(x)\) in Taylor’s series around some \(x_i\) point,

\[
\Xi(x_i + a_i) = \Xi(x_i) + \frac{\partial \Xi}{\partial x}(x_i) a_i + \frac{1}{2!} \frac{\partial^2 \Xi}{\partial x^2}(x_i) a_i^2 + \frac{1}{3!} \frac{\partial^3 \Xi}{\partial x^3}(x_i) a_i^3 + \cdots,
\]

\[
\Xi(x_i + b_i) = \Xi(x_i) + \frac{\partial \Xi}{\partial x}(x_i) b_i + \frac{1}{2!} \frac{\partial^2 \Xi}{\partial x^2}(x_i) b_i^2 + \frac{1}{3!} \frac{\partial^3 \Xi}{\partial x^3}(x_i) b_i^3 + \cdots,
\]

\[
\Xi(x_i + c_i) = \Xi(x_i) + \frac{\partial \Xi}{\partial x}(x_i) c_i + \frac{1}{2!} \frac{\partial^2 \Xi}{\partial x^2}(x_i) c_i^2 + \frac{1}{3!} \frac{\partial^3 \Xi}{\partial x^3}(x_i) c_i^3 + \cdots,
\]

\[
\Xi(x_i + d_i) = \Xi(x_i) + \frac{\partial \Xi}{\partial x}(x_i) d_i + \frac{1}{2!} \frac{\partial^2 \Xi}{\partial x^2}(x_i) d_i^2 + \frac{1}{3!} \frac{\partial^3 \Xi}{\partial x^3}(x_i) d_i^3 + \cdots.
\]

(53)

The expressions above can be cast in the following formula for \(\partial \Xi(x_i)/\partial x\):

\[
\frac{\partial \Xi(x_i)}{\partial x} = A_i \Xi(x_{i+2}) + B_i \Xi(x_{i+1}) + C_i \Xi(x_{i-1}) + D_i \Xi(x_{i-2}) + E_i \Xi(x_i),
\]

(54)
where
\[ A_i = -\frac{b_i c_i d_i}{a_i (a_i - b_i) (a_i + c_i) (a_i + d_i)}, \]
\[ B_i = -\frac{b_i (b_i - a_i) (b_i + c_i) (b_i + d_i)}{a_i c_i d_i}, \]
\[ C_i = \frac{c_i (c_i + a_i) (c_i + b_i) (c_i - d_i)}{a_i b_i c_i}, \]
\[ D_i = \frac{d_i (d_i + a_i) (d_i + b_i) (d_i - c_i)}{d_i (d_i + a_i) (d_i + b_i) (d_i - c_i)}, \]
\[ E_i = -(A_i + B_i + C_i + D_i). \] (55)

A similar procedure gives:
\[ \frac{\partial^2 \Xi(x_i)}{\partial x^2} = A_A \Xi(x_{i+2}) + B_B \Xi(x_{i+1}) + C_C \Xi(x_{i-1}) + D_D \Xi(x_{i-2}) + E_E \Xi(x_i), \] (56)

where
\[ A_A = -\frac{2[a_i c_i d_i]}{a_i (a_i - b_i) (a_i + c_i) (a_i + d_i)}, \]
\[ B_B = -\frac{2[a_i d_i]}{b_i (b_i - a_i) (b_i + c_i) (b_i + d_i)}, \]
\[ C_C = \frac{2[a_i d_i]}{c_i (c_i + a_i) (c_i + b_i) (c_i - d_i)}, \]
\[ D_D = \frac{2[a_i c_i]}{d_i (d_i + a_i) (d_i + b_i) (d_i - c_i)}, \]
\[ E_E = -(A_A + B_B + C_C + D_D). \] (57)

Notice that coefficients \( A_A, B_B, C_C, D_D, \) and \( E_E \) are proportional, respectively, to \( A_i, B_i, C_i, D_i, \) and \( E_i. \) So, the coefficients of the second order derivative can be put in terms of the corresponding first derivatives.

The application of \( \Gamma \) gives:
\[ \Gamma(x_1) \Xi(x_i) = \Gamma_{A_i} \Xi(x_{i+2}) + \Gamma_{B_i} \Xi(x_{i+1}) + \Gamma_{C_i} \Xi(x_{i-1}) + \Gamma_{D_i} \Xi(x_{i-2}) + \Gamma_{E_i} \Xi(x_i) + O[(\Delta x)^5], \] (58)

where
\[ \Gamma_{A_i} = c_i^2 \left\{ \frac{2}{c_i} - \frac{2}{b_i} + \frac{2}{d_i} - \frac{\partial}{\partial x} \left( \ln \left[ \varrho(x_i) \right] \right) \right\} A_i, \]
\[ \Gamma_{B_i} = c_i^2 \left\{ \frac{2}{c_i} - \frac{2}{a_i} + \frac{2}{d_i} - \frac{\partial}{\partial x} \left( \ln \left[ \varrho(x_i) \right] \right) \right\} B_i, \]
\[ \Gamma_{C_i} = c_i^2 \left\{ \frac{2}{c_i} - \frac{2}{b_i} + \frac{2}{a_i} - \frac{\partial}{\partial x} \left( \ln \left[ \varrho(x_i) \right] \right) \right\} C_i, \]
\[ \Gamma_{D_i} = c_i^2 \left\{ \frac{2}{c_i} - \frac{2}{b_i} + \frac{2}{a_i} - \frac{\partial}{\partial x} \left( \ln \left[ \varrho(x_i) \right] \right) \right\} D_i, \]
\[ \Gamma_{E_i} = c_i^2 \left\{ \frac{2}{d_i} + \frac{2}{c_i} + \frac{2}{b_i} - \frac{\partial}{\partial x} \left( \ln \left[ \varrho(x_i) \right] \right) \right\} E_i, \]
\[ -2c_i^2 \left\{ \frac{DD_i}{d_i} + \frac{CC_i}{c_i} - \frac{AA_i}{a_i} - \frac{BB_i}{b_i} \right\}. \] (59)

Equations (59) define the finite difference scheme for \( \Gamma(x). \) It will be applied in the following subsections to analyse the sound propagation in several 1D problems.

The good performance of the method were demonstrated previously in 1D systems consisting of media with impedance mismatch [15]; the numerical results were in fairly good agreement with the analytical solutions. In what follows uniform and non-uniform systems having impedance matching will be analysed for the sake of completeness.

Test case 1: Sound propagation in a uniform medium: comparison with the standard FDTD method

The FDTD method introduced by Yee [10] to study the propagation of electromagnetic waves in isotropic media is conceptually simple and straightforward. In acoustics it requires the time discretization of Eqs. (1) and (2) by using a constant time step \( \Delta t: \)
\[ \frac{\partial \varphi(x,t)}{\partial t} = \frac{\varphi^{n+1}(x) - \varphi^n(x)}{\Delta t} + O(\Delta t^2), \]
\[ \frac{\partial^2 \varphi(x,t)}{\partial x^2} = \frac{\varphi^{n+1}(x) - 2\varphi^n(x) + \varphi^{n-1}(x)}{\Delta t^2} + O(\Delta t^2). \] (60)

Then, Eqs. (1)–(2) can be reduced to the following matrix form:
\[ \left( \varphi^{n+1}(x) \right) = \left( \beta_{11}(x,t) \beta_{12}(x,t) \right) \left( \varphi^n(x) \right), \]
\[ \left( v^{n+1}(x) \right) = \left( \beta_{21}(x,t) \beta_{22}(x,t) \right) \left( v^n(x) \right), \] (62)

where
\[ \beta_{11}(x,t) = \beta_{22}(x,t) = 1, \]
\[ \beta_{12}(x,t) = -\Delta t \kappa^{-1}(x) \partial/\partial x, \]
\[ \beta_{21}(x,t) = -\Delta t \kappa^{-1}(x) \partial/\partial x. \] (63)

Equation (62) defines the time step evolution matrix in the so called standard FDTD method, which is simpler than the equivalents based on the SSO technique [Eqs. (29)–(33)]. However, its simplicity pays a price: the Jacobian of the \( 2 \times 2 \) matrix in Eq. (62) is not unitary; it contains non-zero terms in \( \Delta t^2 \) order. This non-unicity results in a progressive error in each time step, and consequently loss of initial system information. Also, since the method is restricted to very small \( \Delta t/\Delta x \) ratios, it is extremely difficult to apply it in long time evolutions. The pressure time derivative \( \Lambda(x,t) \) is obtained in this scheme by using the continuity condition, Eq. (2):
\[ \Lambda^n(x) = -\kappa^{-1}(x) \frac{\partial \rho^n(x)}{\partial x}. \] (64)

Figures 1 and 2 show the comparison between the standard FDTD and the one based on the SSO technique, in the case of sound propagation in a uniform medium \( (\varrho(x) = 1; \ k(x) = 1) \) with no external perturbations. The units of mass, length and time along the rest of the article are gramme (g), centimeter (cm) and second (s), respectively. At \( t = 0 \) the gaussian wave-packet
\[ \varphi^0(x) = 1 + 0.0013 \exp \left[ -0.001x^2 \right], \]
\[ \Lambda^0(x) = 0, \]
is created and travels freely along the \( x \)-axis. These are the initial conditions in time-evolution, which is calculated in
Once the initial wave-packet is free at \( t = 0 \), it splits in two equally wave-packets, each moving in opposite directions. While the wave-packet travels, numerical errors appear and grow in every time-step. At \( t = 150 \), Figs. 1–2 show that the errors are negligible in both algorithms. At \( t = 450 \), however, Fig. 1 shows some noise appearing in between the two packets for the FDTD algorithm. A similar conclusion can be drawn from results in Fig. 2, which shows the evolution of \( \Lambda^0(x) \). Now the noise observed in the FDTD method start at earlier times. The order of the noise being comparable to the wave-packet height at \( t = 450 \). Let us remark that the result obtained with the FDTD method can be substantially improved by using “properly chosen” space and time steps.

**Test case 2: Sound propagation in a layered system**

Let us consider a layered system composed by three different homogeneous media, with distinct mass densities \( \rho_i (i = 1, 3) \), and sound velocities \( c_i \). The values of these magnitudes and their corresponding acoustic impedances, \( Z_i = \rho_i c_i \), are listed in Table 1. Also, we consider that medium 2 is finite, with length \( L = 400 \), and is placed in between media 1 and 3, both considered semi-infinite (see Fig. 1). The transmission (\( T \)) and reflection (\( R \)) coefficients at one interface only depend of the impedance ratio of the media involved, \( Z_{\text{incident}}/Z_{\text{transmitted}} \), and they are well known [20]:

\[
T_{2\rightarrow1} = \frac{2}{Z_2/Z_1 + 1} = \frac{2}{3}; \quad T_{2\rightarrow3} = \frac{2}{Z_2/Z_3 + 1} = \frac{4}{3}; \quad R_{2\rightarrow1} = \frac{Z_2/Z_1 - 1}{Z_2/Z_1 + 1} = \frac{1}{3}; \quad R_{2\rightarrow3} = \frac{Z_2/Z_3 - 1}{Z_2/Z_3 + 1} = \frac{1}{3}.
\]

In both cases, the condition \( T + R = 1 \) is verified, but the negative sign of \( R \) indicates that \( T > 1 \).

In the system described we have studied the propagation in time domain of a gaussian wave-packet which is put at the middle of medium 2 in \( t = 0 \) and it is subjected to the initial condition \( \Lambda^0(x) = 0 \). The corresponding Eq. (33) has been solved by using a non-uniform mesh in the \( x \)-axis; more points were defined in the regions close to the interfaces. The pressure pattern as a function of time is shown in Fig. 3. At \( t = 100 \), it can be observed how the initial wave-packet is now divided in two equal packets traveling in opposite directions. After some time interval, \( t = 250 \), both wave-packets have crossed on the two interfaces and have been partially reflected. However, since the acoustics impedances are such that \( Z_1 < Z_2 < Z_3 \), two different phenomena occurs. At the \( 2\rightarrow1 \) interface (\( Z_2/Z_1 = 2 \)), the left wave-packet pass to a medium with a lower acoustic impedance. In this case, a phase inversion takes place on the reflected part, while the transmitted part has a peak lower than the incident. On the other hand, at the \( 2\rightarrow3 \) interface (\( Z_2/Z_3 = \frac{1}{2} \)), the right wave-packet pass to a higher acoustic impedance media. Now, we have the opposite case; no phase inversion occurs on the reflected part, and the transmitted part has a peak greater than the incident. The theoretical predictions agree with the qualitative behavior observed in Fig. 3. Moreover, regarding quantitative results, in Table 2 we

These two different algorithms. A non-uniform spatial discretization is employed, the parameters are described in Table 1. A constant time-step \( \Delta t = 5 \times 10^{-4} \) is considered. The same space steps and time steps were employed in both algorithms.

**Table 1. Discretization parameters employed in the simulations presented in Fig. 1. The parameters in the negative axis are the same.**

<table>
<thead>
<tr>
<th>( D )</th>
<th>( \Delta x )</th>
<th>( n^0 ) of points</th>
<th>( \Delta t/\Delta x )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–500</td>
<td>0.5</td>
<td>1000</td>
<td>( 10 \times 10^{-4} )</td>
</tr>
<tr>
<td>500–550</td>
<td>1.0</td>
<td>50</td>
<td>( 5 \times 10^{-4} )</td>
</tr>
<tr>
<td>550–625</td>
<td>1.5</td>
<td>50</td>
<td>( 3.33 \times 10^{-4} )</td>
</tr>
<tr>
<td>625–725</td>
<td>2.0</td>
<td>50</td>
<td>( 2.5 \times 10^{-4} )</td>
</tr>
<tr>
<td>725–800</td>
<td>2.5</td>
<td>50</td>
<td>( 2 \times 10^{-4} )</td>
</tr>
<tr>
<td>800–890</td>
<td>3.0</td>
<td>50</td>
<td>( 1.67 \times 10^{-4} )</td>
</tr>
<tr>
<td>890–995</td>
<td>3.5</td>
<td>50</td>
<td>( 1.43 \times 10^{-4} )</td>
</tr>
</tbody>
</table>
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Afterward, it splits and move freely along the two possible paths in the one-directional space. At \( t = 100 \), the total wave packet will incides in the interfaces of this system. However, when this incidence occurs, different phenomena will occur because the acoustics impedance \( Z_1 < Z_2 < Z_3 \). Since that \( Z_2/Z_1 = Z_3/Z_2 = 2 \), we have no phase inversion of reflected part of wave packet in \( 2 \rightarrow 1 \) interface and the transmitted part the wave packet has a peak greater than the incident one. At the same time, for \( 2 \rightarrow 3 \) interface, we have a phase inversion of transmitted wave packet, and the transmitted part is lower than the incident. In \( t = 250 \), we can see the transmission and reflected parts in the system. At \( t = 400 \), a total destructive interference occurs in medium 2. It happens because the reflection part of these two media is exactly the same. Finally, at \( t = 450 \), the second transmitted and reflected wave packets appears on the system.

show the comparison between different coefficients resulting from the SSOP technique and the ones analytically obtained.

Since the media are homogeneous, their group and phase velocities are equal inside a given medium. This fact also can be check out in our algorithm. Let us define the average position of the reflected wave packet by \( \langle x_R(t) \rangle \) and its analogue for the transmitted one by \( \langle x_T(t) \rangle \). Table 3 shows their values at several times. From Table 3 the group velocity of reflected and transmitted wave packets at the \( 2 \rightarrow 1 \) interface can be obtained:

\[
v_{gR}(2 \rightarrow 1) = \frac{\langle x_R(t_2) \rangle - \langle x_R(t_1) \rangle}{t_2 - t_1} = 1.0 = c_2.
\]

\[
v_{gT}(2 \rightarrow 1) = \frac{\langle x_T(t_2) \rangle - \langle x_T(t_1) \rangle}{t_2 - t_1} = 0.5 = c_1.
\]

Using an analogous procedure for the \( 2 \rightarrow 3 \) interface, we also find that \( v_{gR}(2 \rightarrow 3) = 1.0 = c_2 \), and \( v_{gT}(2 \rightarrow 3) = 0.5 = c_3 \).

With regards to acoustic energy conservation, the method also verify such property with maximum accuracy.

### Test case 3: Sound propagation across an acoustic medium with smooth variations of mass density and sound velocity

Let us consider an inhomogeneous medium of length \( L = 500 \) sandwiched between two semi-infinite uniform media with mass density, \( \rho_0 = 1 \), and sound velocity, \( c_0 = 1 \). Also, it will be assumed that the medium has a density and velocity that change in such a way that its acoustic impedance matches the one of the surrounding media. In other words, \( \rho(x) = c^{-1}(x) \) and \( Z(x) = \rho(x) c(x) = 1 \).

The position dependence of \( c(x) \) is modeled by a Lorentzian shape:

\[
c(x) = \frac{c_{\text{max}}}{1 + \varphi^2 (x-x_m)^2}, \quad x_m - L/2 \leq x \leq x_m + L/2
\]

where the parameters are: \( c_{\text{max}} = 8 \), \( \varphi = 5 \times 10^{-5} \), and \( x_m = 375 \).

If a sound wave packet impinges the medium on one side, it is expected that the packet shape will be distorted inside the inhomogeneous medium. Nevertheless, its initial shape will be recovered after crossing it. This result is a consequence of the impedance matching along the traveling distance. In other words, the total transmitted and the total reflected waves are one and zero, respectively, at every time step.

Figures 5 and 6 show, respectively, the time evolution of \( \Phi \) and \( \Lambda \) for the case of a gaussian wave packet propagating through a barrier of length \( L = 500 \). In this simulation, a uniform spatial discretization has been used between two consecutive points, \( \Delta x = 0.5 \). A constant time-step \( \Delta t = 5 \times 10^{-4} \) is employed. After \( t = 0 \), the initial wave packet (not shown) splits and one part travels along

### Table 2. Densities, sound velocities and acoustic impedances of the three homogeneous media in the layered structure under study.

<table>
<thead>
<tr>
<th>Medium</th>
<th>( \rho ) (g/cm)</th>
<th>( c ) (cm/s)</th>
<th>( Z ) (g/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.25</td>
<td>2.0</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>3</td>
<td>4.0</td>
<td>0.5</td>
<td>2.0</td>
</tr>
</tbody>
</table>

### Table 3. Transmission and reflection coefficients.

<table>
<thead>
<tr>
<th>Coeff.</th>
<th>SSO</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_{2 \rightarrow 1} )</td>
<td>0.646</td>
<td>0.667</td>
</tr>
<tr>
<td>( T_{2 \rightarrow 3} )</td>
<td>1.354</td>
<td>1.333</td>
</tr>
<tr>
<td>( R_{2 \rightarrow 1} )</td>
<td>0.354</td>
<td>0.333</td>
</tr>
<tr>
<td>( R_{2 \rightarrow 3} )</td>
<td>0.354</td>
<td>0.333</td>
</tr>
</tbody>
</table>
The propagation of a sound wave packet with Gaussian shape placed in front of an inhomogeneous medium (shadowed region of length L) having a constant specific acoustic impedance, but with a smooth variation of density and sound velocity [see Eq. (65)]. The initial wave packet is put at \( x_c = 0 \) and starts moving at \( t = 0 \) (not shown here). Behavior of the pressure \( \Phi(x, t) \) at different time steps.

The perfect matching of specific acoustical impedances in the superlattice makes it transparent to sound propagation. Then it is expected that every wave-packet impinging on one side of the superlattice will be completely transmitted on the opposite side without reflections. Figures 6 and 7 show the numerical simulation obtained by using an uniform space step \( (\Delta x = 0.5) \) and a constant time step \( (\Delta t = 5 \times 10^{-4}) \) for a superlattice with the positive \( x \)-direction, while the other one goes in the opposite direction. At \( t = 50 \), the front of the right packet impinges the barrier’s left side. At subsequent times (see the plots at \( t = 150 \) and \( t = 250 \)), a distortion in the packet is produced inside the barrier. The distortion gradually disappears and, finally, at \( t = 350 \), when the packet has completely passed the barrier, its shape equals the initial packet, coinciding with the one moving in the negative \( x \)-direction. Numerically, the peak heights of the packets are equal up to six digits.

**Test case 4: Sound propagation across an acoustic superlattice with a perfect matching of impedances**

Consider a homogeneous medium with constant density \( \rho_0 = 1 \) and sound velocity \( c_0 = 1 \). In this system, a superlattice with ten periods is created in which the barriers have different values of density \( (\rho_1 = 2) \) and velocity \( (c_1 = 0.5) \), but the same specific acoustic impedance \( Z_1 = Z_0 = 1 \). All barriers have length \( L \) and the separation between consecutive barriers is \( d \). Therefore, the interface points are

\[
\begin{align*}
    x_{2n} &= x_0 + n(L + d) \\
    x_{2n+1} &= x_0 + n(L + d) + L
\end{align*}
\]

where \( x_0 \) is the superlattice initial point and \( n \) are integers \( n = 0, 1, 2, \ldots, N \).

Figures 6 and 7 show the numerical simulation obtained by using an uniform space step \( (\Delta x = 0.5) \) and a constant time step \( (\Delta t = 5 \times 10^{-4}) \) for a superlattice with the positive \( x \)-direction, while the other one goes in the opposite direction. At \( t = 50 \), the front of the right packet impinges the barrier’s left side. At subsequent times (see the plots at \( t = 150 \) and \( t = 250 \)), a distortion in the packet is produced inside the barrier. The distortion gradually disappears and, finally, at \( t = 350 \), when the packet has completely passed the barrier, its shape equals the initial packet, coinciding with the one moving in the negative \( x \)-direction. Numerically, the peak heights of the packets are equal up to six digits.

**Test case 4: Sound propagation across an acoustic superlattice with a perfect matching of impedances**

Consider a homogeneous medium with constant density \( \rho_0 = 1 \) and sound velocity \( c_0 = 1 \). In this system, a superlattice with ten periods is created in which the barriers have different values of density \( (\rho_1 = 2) \) and velocity \( (c_1 = 0.5) \), but the same specific acoustic impedance \( Z_1 = Z_0 = 1 \). All barriers have length \( L \) and the separation between consecutive barriers is \( d \). Therefore, the interface points are

\[
\begin{align*}
    x_{2n} &= x_0 + n(L + d) \\
    x_{2n+1} &= x_0 + n(L + d) + L
\end{align*}
\]

where \( x_0 \) is the superlattice initial point and \( n \) are integers \( n = 0, 1, 2, \ldots, N \).

The perfect matching of specific acoustical impedances in the superlattice makes it transparent to sound propagation. Then it is expected that every wave-packet impinging on one side of the superlattice will be completely transmitted on the opposite side without reflections. Figures 6 and 7 show the numerical simulation obtained by using an uniform space step \( (\Delta x = 0.5) \) and a constant time step \( (\Delta t = 5 \times 10^{-4}) \) for a superlattice with the positive \( x \)-direction, while the other one goes in the opposite direction. At \( t = 50 \), the front of the right packet impinges the barrier’s left side. At subsequent times (see the plots at \( t = 150 \) and \( t = 250 \)), a distortion in the packet is produced inside the barrier. The distortion gradually disappears and, finally, at \( t = 350 \), when the packet has completely passed the barrier, its shape equals the initial packet, coinciding with the one moving in the negative \( x \)-direction. Numerically, the peak heights of the packets are equal up to six digits.
Fig. 7. Time evolution of a gaussian wavepacket put in front of an acoustic superlattice with ten periods. The pressure first derivative \( \Lambda(x,t) \) is shown at different time steps. All the layers have the same acoustic impedance as the surrounding media. The initial wavepacket (not shown here) is put at \( x = 0 \) and starts moving at \( t = 0 \).

parameters \( \kappa_0 = 235, L = 10, d = 45, \) and \( N = 9 \). The initial gaussian wavepacket, which is identical to the one used in the previous calculations, splits. Its components are shown at \( t = 100 \) in the upper panel in Fig. 5. The right component impinges on the superlattice, its shape changes slightly inside the superlattice, the peak maximum being practically constant. This property is a consequence of a constant acoustic ratio equal to 1; i.e. the system is transparent. At \( t = 1200 \), the packet moves freely out the far side of the superlattice. No appreciable numerical differences exist between the wave that has crossed the superlattice and the one that has moved freely in the opposite direction. Nevertheless, notice that some ripples appear in the plot. They represent the numerical inaccuracy of the method, but they can be suppressed by reducing the space step near the interfaces. In Fig. 6 the results for the other canonical variable, \( \Lambda = \partial \Phi / \partial t \), are shown. The same analysis is valid for this entity.

Appendix: Glauber’s formula for three non-commutative operators

It is known that if two operators \( A, B \) do not commute, the product of their corresponding single exponential operators is related with the exponential operator containing their sum in the exponent through the so called Glauber’s formula:

\[
e^{-tA} e^{-tB} = e^{-t(A+B)} e^{\frac{t}{2} [A,B]}.
\]

In what follows we extend this formula to the case of three distinct operators. Afterwards it will be applied to the case for which two of them are equal. It will be shown that the operator decomposition employed in Eq. (22) is of the order \( (\Delta t)^3 \); lower than the one obtained without the symmetric splitting of operator \( A \) (or \( B \)).

Let us consider the operator \( F(r,t) \) described by:

\[
F(r,t) = e^{-tA} e^{-tB} e^{-tC}.
\]

Its partial time derivative is:

\[
\frac{\partial F(r,t)}{\partial t} = \{-A + e^{-tA} B e^{tA} + e^{-tA} e^{-tB} C e^{tB} e^{tA}\} \times F(r,t).
\]

Operator properties allow one to write the operators \( B \) and \( C \) in the form:

\[
B = e^{tA} B e^{-tA} = [e^{tA}, B] e^{-tA},
\]

\[
C = e^{tA} e^{tB} C e^{-tB} e^{-tA} - [e^{tA}, e^{tB}, C] e^{-tB} e^{-tA}.
\]

Then, Eq. (67) becomes.

\[
\frac{\partial F(r,t)}{\partial t} = \{-A + B + C + G(r,t)\} F(r,t),
\]

where

\[
G(r,t) = [e^{tA}, B] e^{-tA} + [e^{tA}, e^{tB}, C] e^{-tB} e^{-tA}.
\]

We integrate Eq. (68) in the time interval \( [0, \Delta t] \), where \( \Delta t \) is small compared with the temporal dependence of \( A(r,t) \), \( B(r,t) \) and \( C(r,t) \), which are considered constant in the interval. Besides, if we assume that \( F(r,t = 0) = 1 \), we obtain:

\[
F(r,t) = \exp \left\{ -\Delta t (A + B + C) + \int_0^{\Delta t} G(r,t) \, dt \right\}.
\]

Since

\[
e^{-\Delta t A} = \sum_{n = 0}^{\infty} \frac{(-1)^n}{n!} \Delta t^n A^n,
\]

we can cast the integral \( \int_0^{\Delta t} G(r,t) \, dt \) as an infinite sum of terms:

\[
\int_0^{\Delta t} G(r,t) \, dt = \sum_{n,m = 0}^{\infty} \frac{\Delta t^n m + m + 1}{n! m! (n + m + 1)} [\mathcal{A}^n, B] A^m
\]

\[
+ \sum_{n,m,p,q = 0}^{\infty} \frac{\Delta t^n m + p + q + 1}{n! m! p! q! (n + m + p + q + 1)} \times [A^n B^p, C] B^q A^r.
\]

Summary

We have presented a method that allows the simulations of sound propagation in the time domain for heterogeneous fluids in any dimension. The method is based on the split-operator technique, which is widely used in quantum mechanics. In comparison with standard finite-difference schemes, it has the following advantages: (i) it has a better accuracy in the time-domain, (ii) it works easier for large non-homogeneous space discretization, and (iii) it satisfies the energy conservation law. Here, we also have demonstrated its performance by solving several one-dimensional test problems.
Because $\Delta t$ is small, we only need to consider a few terms of the infinite series,

$$\int_0^{\Delta t} G(\mathbf{r}, t) \, dt = \frac{\Delta t^2}{2} \left\{ [A, B + C] + [B, C] \right\} + \frac{\Delta t^3}{6} \left\{ [A^2, B + C] + [B^2, C] \right\} + \frac{\Delta t^3}{3} \left\{ [AB, C] - [A, B] A - [(A + B), C] \right\} \times (A + B) + O((\Delta t)^4).$$

If $A = C$, the terms of $\Delta t^2$ are cancelled and the last expression becomes

$$\int_0^{\Delta t} G(\mathbf{r}, t) \, dt = \frac{\Delta t^3}{6} \left\{ [A^2, B] + [B^2, A] \right\} + 2[A, B] (A + B) \right\} + O((\Delta t)^4).$$

Then, the function $F(\mathbf{r}, t)$, can be replaced by the identity

$$e^{-\Delta t A} e^{-\Delta t B} e^{-\Delta t A} = e^{-\Delta t (A + B + A)} \times e^{-\frac{1}{2} \Delta t^2 \left\{ [A^2, B] + [B^2, A] + 2[A, B] (A + B) \right\} + O((\Delta t)^4)}.$$

Notice that the combination of three operators in which two of them are equal produces the minimum error.

When $A = C = A/2$, we have the case of Eq. (22) and the error associated to the approximation involved in that equation can easily be calculate by taking the difference

$$Err = e^{-\Delta t \frac{1}{2} A} e^{\Delta t B} e^{-\Delta t \frac{1}{2}} - e^{\Delta t (\frac{1}{2} A + B + \frac{1}{2})} - \frac{1}{2} \Delta t^3 |(A + 2B), [A, B]|.$$

In conclusion,

$$Err = \frac{\Delta t^3}{24} [(A + 2B), [A, B]].$$
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