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Abstract
Dialogue annotaiion is a necessary step for the development of dialogue syslerns, specially for data-based dialogue strategies. Manual
annotgtion is hard and time-consuiing, and automatic techniques can be used to obtain a draft annotation and speed-up the process. An
interesting feature in (his framework is the presentation of the draft annotation with confidence levals on the correctness of every part of
the hypothesis can make even faster the supervision process. In this paper we propose a method to calculate confidence measures for an
automatic dialogue annotation model, and test it for the annotation of a task-oriented human-computer corpus on railway information.
The results show that our proposal is a good starting point for incorporating confidence measures in the dialogue annotation process.
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1. Introduction

In the natural language processing field, a dialogue systen
is defined as a computer system that interacts with a human
being by using dialogue (Lee et al., 2010). Most dialogue
systems employ only speech, and are used in many appli-
cations such as information systems that are accessed by
telephone (Seneff and Polifroni, 2000) (e.g., ticket reser-
vation systems, timetable consuliation systems, etc.).

These systems require a model of the dialogue structure
in order to mimic this structure in the automatic system.
Therefore, a framework for the dialogue structure must be
defined. One of the most popular frameworks is that based
on the speech act theory (Austin, 1962), that focuses on
the communicative acts performed in the dialogue inter-
action. From this framework, the concept of dialogue act
(DA) (Bunt, 1994) is derived; a DA is a label which codes
the intention of the current interaction, along with its corre-
sponding data related to the task. Since in each interaction
several intentions can be distingnished in different subse-
quences, each of these subsequences (called segments) has
an associated DA In an automatic dialogue systems, DA
labels can be associated to both computer and human user.

The annotation of a set of dialogues in terms of DA is
an important task for the obtainment of data-based au-
tomatic dialogue systems, since these systems are based
on statistical models which leam the relation between the
dialogne state and the DA labels (Williams and Young,
2007). Many annotation schemes have been proposed in
several projects, such as DASMIL (Core and Allen, 1997) or
DATE (Walker and Passonneau, 2001). In any case, man-
ual annotation of dialogue corpora by human experts is re-
quired, but this is a hard and long task. Thus, in the last
years some automatic fechniques have been proposed to
obtain a draft annotation and speed up the annotation pro-
tess. The current most promising technique is based on the
N-gram Transducers (NGT) model (Tamarit et al., 2011).

Hnweverg all these antomatic techniques are not error-free,
and & human supervision of the annotation must be per-
formed. n this process, it will be very helpful to wam to

the human expert about those parts in the proposed hypoth-
esis that, according to the automatic technique, are more
error-prone (i.e., the technique has somehow an evidence
that its proposal may not be correct). Thus, the reviewer
can concentrate on those parts that are probably wrong and
avoids to spend time in reviewing parts likely to be cor-
rect. The usual tool for deciding which part is likely to be
correct or not are the confidence measures.

Confidence measures have been very popular in Automatic
Speech Recognition (ASR) (Jiang, 2005) (where they are
applied on recoghised words), and in the last few years they
have been extended into other NLP fields such as Macline
Translation (Ueffing et al., 2003) or parsing (Sdnchez-Sdez
et al., 2009). In dialogue systems, the use of confidence
measures has been mainly directed to the use of ASR con-
fidence measures to improve the reaction of the system on
recognition errors and misunderstandings (San-Segundo et
al., 2001), but as far as we know no clear application of
confidence measures was proposed for automatic dialogue
annotation techniques, and more specifically for NGT.

In this work we propose a statistically-based formulation
of confidence measures for dialogue annotation, and we
implement and evaluate these proposals in the NGT tech-
nique. In Section 2., an overview of the NGT model is
provided. In Section 3., the formulation of the confidence
measures is presented. In Section 4., the experimental cor-
pus is detailed. In Section 5., experiments are described
and results are showed and analysed. In Section 6., con-
clusions and future work lines are described.

2. The N-gram Transducers model for
dialogue annotation

The annotation of a dialogue transcription can be formu-
lated as an optimisation problem: given a word sequence
W that represents a dialogue, the aim is to obtain the se-
quence of DA labels I that maximises the posterior proba-
bility Pr(¢{|W). Since dialogue transcriptions are usually
presented in tumns, if a dialogue has T tuens, we can express
the dialogue as the sequence of words of the turns, ie.,
W =W = W W - Wy the same decomposition can




be applied to DA sequences, i.e., U = U] = Uyl Uy,

cotrespending segment (using a metasymbol such as @).

L
In these sequences, W and [/, represent the sequence of The results obtained by the NGT in dialogue annotation are P
words and DA labels, respectively, for turn t of the dia- outstanding with respect to those obtained with more clas- 1
fogue, W and U7 will represent the sequence of words sical techniques (such as Hidden Markov Models (Stolcke p
and DA labels between turns £ and s, both included. et al., 2000)). More details on the NGT model and the P
As aresult, the optimisation problem can be expressed as: search process can be consulied in (Martinez-Hinarejos et t
= al., 2009; Tamarit et al., 2011).
if = argmax Pr(U|W) = argmax Pr{Uf WT) (1) Inthe
& uf 3. Confidence measures puted ;
Among several options, this problem can be decomposed Although the NGT model provides good results in dia- P
using the Bayes’ rule (as presented in (Martinez-Hinarejos logue annotation, for a practical inferactive system of dia- “
etal., 2008)) or directly solved by other models such as the logue annotation (in which a human annotator provides the E jct
N-gram Transducers (NGT) model (Tamarit et al., 2011). final correct anpotation) it is important to provide a guide :
The NGT model employs a n-gram model that acts as a to the user on how confident is the automatic annotation IS;
transducer; the n-gram model is obtained by following the system with respect to its hypothesis. This is similar to .4
inference process defined by the GIATI ! Stochastic Finite- what happens in ASR systems which are used in speech d;
State Transducers (SPFST) inference technique (Casacu- transcription, where each word in the decoding result can
berta et al., 2005). be signalled to improve the performance of the correctness . g}
GIATT forms, from a corpus of input-output aligned train- by the human transcriptor. These guidelines given by the o
ing sentences, an extended training corpus formed by the system are based on the so-called confidence measures: a i
combination of the input and output words (this process score between {0 and 1 which evaluates how confident is Ofl
is known as re-labelling); from this extended corpus, a the system in a segment of the decoded hypothesis,
smoothed n-gram model is inferred. This n-gram model Our proposal on confidence measures is based on the result With th
can be converted into a SFST by undoing the re-labelling of the Viterbi decoding process. After the decoding pro- confide
process (see details in (Casacuberta et al., 2005)), but the cess of a diglogue with [ words, the best path (the branch normali
NGT technique proposes its direct use as a transduger in with highest probability) can be seen as a sequence of ex- Thus,
its n-gram form. This avoids the difficulties of modelling tended words e - g - - - ¢, where each extended word ¢, is malised
the smoothing probabilities in & finite-state model, and it given as the local solution of decoding input word w;. In will refc
is easy to apply when no cross-inverted alignments are general, we can state the problem as obtaining the confi- measur
present in the original training corpus of aligned sentences, dence of the output & == ef that occurs when processing Another
The search process for NGT is a Viterbi process in which, the subsequence w’ of the input sequence w. Since we sion on
apart from the NGT model itself, a n-gram meodel for the are usually interested in the confidence of each extended pute a ¢
output language is included. The search process forms a word, the problem is usually reduced to E = ¢; (the ex- less con
search tree, where the i-th level is associated fo the i-th in- tended word given for uy;) and j = i+ 1. We will denote are igne
put word, and each input word is expanded info as many the event of producing F between times ¢ and j as (,‘; the conf
children nodes as different output had associated in the Following a probabilistic approximation, the confidence of forward
training process. For example, if a word w was associated the event Og for the input sequence w can be taken as the mulatios
to outputs oy and oz, apart from the empty output, when posterior probability of the occurrence of that event given
w; = w in the i-th level each node of the tree will produce w, i.e., Pr(Cﬁ lw) (Wessel et al., 2001). In that case, using
three children nodes (one for the empty output, another for the Bayes’ rule:
01, and another for 09). » e tord
The probability of each branch in the search process is up- s e — Pr(Cj5, w) 2) h |
. o Pr(C\w) = =i the FBC
dated according to the probability of the parent node, the i Pr{w) in Equat
probability of the NGT model and the probability of the The joint probability in the numerator can be expressed Beiced cd
output n-gram model. This last probability is taken into in the terms of the Forward-Backward computation (De-
account only when the child presents an output. At t'he end vijver, 1985} with the correspon ding o (forward) and B
Of the search process, the node of lshe ﬁnal. Tevel with thfi (hackward) terms, thus giving: The calc
highest probability is chosen and its associated branch is ) ECalg
retrieved, which gives a sequence of extended words that Pe(CBlp) — E@M ;amm wi
provide both the output symbols and a segmentation of the w{(Cijhwo) = Pr{w) 906)- D
. : ; Onented |
Imput sequence. ) . ) Each ierm has the following meaning: The co
The NGT model can be applied to dialogue annotation by _ E|); that & !
using as input language the words of the transcribed dia- o a;(E) = Prlwy,....w-1,9i = P;' the foce
logue, and as output language the corresponding DA la- probability that, given the model A is Zl;(:h as §
bels. Tnput and output are converted into the extended wi, ... w;— is processed and the stats Ao {wlns. 1
corpus by attaching the DA label to the last word of the and produces the output B i h b
. J(B,iy ) = Prlus, - uy-s NS N
'Grammatical Inference and Alignment for Transducer Infer bility of processing Wi, - .., Wi—1 BIvER em. The




o 3i(EB) = Pr{w;_q.....wlg; = E,)); that is, the
probability of, given the model A and that the output
E reached the state ¢, the sequence w;_1,...,1w; is
processed.

o Pr(w) = Pr{wy,...,w;); that is, the probability of
the input word sequence according to the model.

In the terms of the NGT model, all these terms can be com-
puted as it follows:

e o;(F) is the sum of all the probabilities of the nodes
at fevel 4 that produce output F.

F(E, i, §) is the sum of all the probabilities of the tran-
sitions between all nodes at level ¢ and all nodes at
level j where the output F was produced.

J;(E) is the sum of all the 5 computations of the chil-
dren nodes of all nodes at level J that were reached by
producing the output F.

Pr(w) is the sum of the probabilities of all the differ-
ent solutions that the search process produced for the
input sequence w (that is, the sum of the probabilities
of all the nodes of the last level).

With these definitions, Equation 3 can be used to obiain the
confidence measure of each output. Equation 3 presents a
normalisation factor (all the terms are divided by Pr(w)).
Thus, these eriginal computations must be properly nor-
malised to obtain the correct values of the confidence. We
will refer to this measure as Forward-Backward confidence
measure (FBCM).

Another possibility is to assume that only the local deci-
sion on the current level is good enough to properly com-
pute a confidence measure. This approximation requires
less computation, since the forward and backward terms
are ignored, and can be used to obtain a faster value of
the confidence on the current hypothesis. In this case, the
forward and backward terms can be neglected from the for-
mulation of the confidence measure, thus giving:

flE,4,5)
Pr(w)

The term f(FE,4,7) is computed in the same manner as for
the FBCM, with the proper normalisation given by Pr{w)
in Equation 4. We will refer to this measure as Transition-
based confidence measire (TransCM).

Pr(CEJw) = @)

4.

The calculation of confidence measures for dialogue anno-
tation was performed on the Dihana corpus (Benedf et al.,
2006). Dihana is a dialogue corpus composed of 900 task-
oriented human-computer telephone dialogues in Spanish.
The corpus is oriented to obtaining information about long-
distance railway services in Spain, which covers items
Such ag timetables, fares and additional services for the
frains, This corpus was acquired using the Wizard of Oz
lfWoZ) technique (Fraser and Gilbert, 1991), in which a
human expert simulates the behaviour of an automatic sys-
®m, There were a total of 225 voluntary speakers, which

Experimental data
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performed the acquisition without restrictions; the only se-
mantic restriction was provided by the scenario they had to
accomplish, which varied from acquisition to acquisition.
The acquisition process resulted in 6,280 user turns and
9.133 system turns, with a vocabulary of about 900 words
and a total of 5.5 hours of speech signal. The dialogues
were manually transcribed and annotated with DA at the
segment level by using an annotation scheme that is pre-
sented in (Alcdcer et al., 2005). This scheme defines each
DA as a combination of three different levels (speech act,
concept and argument, initially defined in {Fukada et al.,
1998). The mean number of segrments (label ocurrences)
per turn is about 1.5, and a total nurnber of 248 labels {153
for user furns and 95 for system turns) were defined. When
only the first two levels are considered, the number of la-
bels reduces to 72 labels (45 for user and 27 for system),

5. Experiments and results

A series of experiments was defined in order 10 examine
the performance of the proposed confidence measures in
the annotation by the NGT technique of the Dihana corpus.
The confidence measures were implemented in the current
version of the NGT software 2, and this new software wis
applied to the Dihana corpus.

The Dihana corpus was preprocessed to reduce its com-
plexity using a process similar to that reported in previ-
ous works (Martinez-Hinarejos et al., 2009): all the words
were transcribed to lowercase, a categorisation (which in-
cluded times, dates, town names, fares, eic.) was per-
formed, the words were speaker-labelled (U for user, 5
for system), and punctuation marks were separated from
words. A cross-validation approach was followed by defin-
ing 5 partitions of 180 dialogues each partition. The an-
notation models that were employed were a 4-gram for the
NGT model and & 3-gram of DA as output langnage model,
since the best results reported for Dihana with the NGT
model use these models (Martinez-Hinarejos et al., 2009),
Since in the training samples many input words have only
associated a possible output (including the empty output),
these words must be excluded in the evaluation of the con-
fidence measure (since they always will have a total con-
fidence). For all the other words, the possible outputs de-
pend on the training set, but they are a subset of the ex-
tended words that can be formed by the word itself and the
word attached to any of the DA labels (248 for the 3-level
labelling and 72 for the 2-level labelling).

An jnitial measure of the quality of the annotation tech-
nique can be obtained by computing the Classification Er-
ror Rate (CER) measure for the set without single-output
words in the baseline experiment (i.e., where no confidence
measures are used and every decision is taken a confident
enough). In the CER computation the possible events are:

® No output is in the hypothesis:
— No ouiput is in the reference: correct.
~ Ouiput js in the reference: incorrect.

*Availableinhttp: / /www.dsic. upv.es/ cmartine/
research/rescurces.nhtml.
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Table 1: Dihana CER results (2 and 3-level labels) for NGT
model with a 4-gram for NGT and a 3-gram for DA Jan-
guage model.

2 levels | 3 levels
3.81 8.48

Table 2: AROC measure for the FBCM and TransCM con-
fidence measures, for the 2 and 3 Ievels label set of Dihana.
Baseline is 50. The NGT model was a 3-gram and the DA
output language model was a 4-gram.

Confidence measure | 2 levels | 3 levels
FBCM 90).59 83.91
TransCM 91.16 83.89

e An outpul is in the hypothesis:
— No output is in the reference: incorrect.
- Qutput in the reference, but different: incorrect.
~ Qutput in the reference, and the same: correct.

CER is expressed as the percentage of incorrect events with
respect to the total number of events. The corresponding
results are presented in Table 1. This CER is quite low,
which suggest that even the use of high-quality confidence
measures will not produce improvements in this measure.
However, the use of CER for the evaluation of confidence
measures is unfaithful in many cases, and consequently we
will use other wide-accepted evaluation measures that rely
on the concepts of comrect and incorrect events as well,
The svaluation was performed by using the classical
“Receiver Operating Characteristic” (ROC) curves (Egan,
1975) and the “Area under ROC curve” (AROC). A ROC
curve is a measure which represents the rrue rejection rate
{the proportion of the truly incorrect events considered as
incorrect by the confidence measure) against the false re-
Jection rare (the proportion of the truly correct events con-
sidered as incorrect by the confidence measure} for all pos-
sible thresholds between O (all events are accepted) and 1
(all events are rejected). All ROC curves are increasing
functions that start at (0,0) and finish at (1,1).

In the optimal case, the point (0,1) belongs to the ROC
curve (all incorrect events are detected and no correct event
was rejected); thus, a ROC curve which is closer to the up-
per left comer of the graph represents a better confidence
measure than a ROC curve which is farther from this point.
The AROC measures the normalised area that covers a
ROC curve, which provides a single measure of the con-
fidence measure quality that makes results more compata-
ble. ARQC is usually normalised between 0 and 100, with
50 the baseline case. The ROC curves for FBCM and Tran-
sCM, for 2 and 3-level labels, are presented in the graphics
in Figure 1. The AROC results are presented in Table 2.
From these results we can conclude that the proposed con-
fidence measures are good enough for the annotation of di-
alogues, The measures behave slightly betier when applied
10 a less complex version (with the 2-level labels), which
seems reasonable since the number of different events gets
reduced and the confusion gets lower. In this case, the

2 level
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Figure 1: ROC curves for the FBCM and TransCM confi-
dence measures, for the 2 and 3 levels label set of Dihana.
Diagonal line is the baseline. The NGT model was a 3-
gram and the DA output language model was a 4-gram,

TransCM behaves slightly better than the FBCM, but for
3-level labels differenees seem not significant.

Although it seems strange that TransCM behaves better
than FBCM, the explanation is given by the implementa-
tion of the NGT search. Since the search space is very
large, the NGT search applies intensive beam search dur-
ing the process; this makes the o and 3 computations to be
inaccurate, since the beam process affects the computation
of the “real” forward and backward measures (specially for
4, that can be only computed when the search is finished).
Thus, the inclusion of the backward probability may distort
the real confidence of the local hypotbesis; the forward an.d
transition probability can be computed as the search tree 1S
built, but when the beam condition is applied the search
starts from a single branch (the current best solution) and
they can locally lose precision.

6. Conclusions and future work

In this work we presented a proposal on confidence med-
sures that was adapted and implemented in the NGT :
able sofiware. We tested the measures on & i
task-oriented human-computer dialogue COPUS:
sults show that our proposal is good enough o pro
appropriate guidance to human COrrectors that must &



the draft annotation provided by the automatic technique,
One of the proposals (TransCM) performs slightly better
than the other (FBCM), and consequently it seems the most
appropriate (o be used in a real system.

Some future work must be completed to confirm the good-
ness of our proposal. At first term, the use of beam search
in the NGT software restricts the computations of the for-
ward and backward probabilities. Thus, the beam factor
must be as high as possible to verify the real influence of
thesc probabilities in the computation. However, the use of
beamn search or limited expansion of the tree is necessary to
avoid the excessive spatial cost of the search process. Thus,
the combination of confidence measures with a limited ex-
pansion (soch as that proposed in (Tamarit et al., 201 1)
is an interesting way to explore. Finally, experiments with
more corpora are desirable to confirm the appropriateness
of the proposal for data of different nature. The confidence
measures can be applied in real annotation tasks and in the
selection of the most informative dialogues to be annotated
by Active Leaming (Ghigj et al., 2011), in order to reduce
the correction effort.
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