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Abstract In this paper we consider three variants of accepting networks of evolutionary
processors. It is known that two of them are equivalent to Turing machines. We propose
here a direct simulation of one device by the other. Each computational step in one model
is simulated in a constant number of computational steps in the other one while a
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translation via Turing machines squares the time complexity. We also discuss the possi-
bility of constructing simulations that preserve not only complexity, but also the shape of
the simulated network.

Keywords Evolutionary processor - Uniform evolutionary processor -
Network of evolutionary processors - Filtered connection

1 Introduction

A basic architecture for parallel and distributed computing consists of several processors,
each of them placed in a node of a virtual complete graph, which are able to handle data
associated with the respective node. Each node processor acts on the local data in
accordance with some predefined rules. Local data is then sent through the network
according to well-defined protocols. Only data which is able to pass a filtering process can
be communicated. This filtering process may be required to satisfy some conditions
imposed by the sending processor, by the receiving processor, or by both of them. All the
nodes simultaneously send their data and the receiving nodes also simultaneously handle
all the arriving messages, according to specific strategies. This general architecture is met
in several areas of Computer Science like Artificial Intelligence (Hillis 1985; Fahlman
et al. 1983), Symbolic Computation (Errico and Jesshope 1994), Grammar Systems (Paun
and Santean 1989), and Membrane Computing (Paun 2000).

A further example of such an architecture is the accepting hybrid network of
evolutionary processors (AHNEP for short) originated in connection with the work
(Csuhaj-Varji and Salomaa 1997), where a distributed computing device called a network
of language processors is proposed. A network of language processors consists of several
language generating devices associated with nodes of a virtual graph that rewrite words
(representing the current state of the nodes) according to some prescribed rewriting mode
and communicate the obtained words along the network using input and output filters
defined by the membership condition with respect to some regular languages.

In (Castellanos et al. 2001) the concept (considered from a formal language theory point
of view in (Csuhaj-Varji and Salomaa 1997)) was modified in the following way inspired
by cell biology (see also (Csuhaj-Varji and Mitrana 2000) that considers a computing
model which might model some properties of evolving cell communities at the syntactical
level). Each processor placed in a node is called an evolutionary processor, i.e. an abstract
processor which is able to perform very simple operations, namely point mutations in a
DNA sequence (insertion, deletion or substitution of a pair of nucleotides). More generally,
each node may be viewed as a cell having genetic information encoded in DNA sequences
which may evolve by local evolutionary events, i.e. point mutations. Each node is spe-
cialized just for one of these evolutionary operations. Furthermore, the data in each node is
organized in the form of multisets of words (each word may appear in an arbitrarily large
number of copies), and all copies are processed in parallel so that all the possible events
that can take place do actually take place. Furthermore, all the nodes simultaneously send
their data and the receiving nodes also simultaneously handle all the arriving messages,
according to some strategies modeled as permitting and forbidding filters and filtering
criteria; see (Margenstern et al. 2005). A series of papers was devoted to different variants
of this model viewed as language generating devices; a few rather recent works investi-
gating this model are (Alhazov et al. 2009a, b; Dassow and Truthe 2007). The work
(Martin-Vide and Mitrana 2005) is an early survey in this area.
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Complexity-preserving simulations between three variants of AHNEPs 431

The reader interested in a more detailed discussion about the accepting model is referred
to (Margenstern et al. 2005; Manea et al. 2007). In (Margenstern et al. 2005) it is shown
that this model is computationally complete and a characterization of the complexity class
NP based on AHNEPs is presented.

It is clear that filters associated with each node of an AHNEP allow a strong control of
the computation. Indeed, every node has one input and one output filter; two nodes can
exchange data if it passes the output filter of the sender and the input filter of the receiver.
Moreover, if some data is sent out by some node and not able to enter any node, then it is
lost. The AHNEP model considered in (Margenstern et al. 2005) is simplified in (Dragoi
et al. 2007) by moving the filters from the nodes to the edges. Each edge is viewed as a
two-way channel such that the input and output filters, respectively, of the two nodes
connected by the edge coincide. Clearly, the possibility of controlling the computation in
such networks seems to be diminished. For instance, there is no possibility to discard data
during the communication steps. In spite of this fact, in the aforementioned work one
proves that these new devices, called accepting networks of evolutionary processors with
filtered connections (AHNEPFC) are still computationally complete. This means that
moving the filters from the nodes to the edges does not decrease the computational power
of the model. Although the two variants are equivalent from the computational power point
of view, no direct proof for this equivalence has been proposed until the work (Bottoni
et al. 2009a), where direct simulations between the two variants are presented. Moreover,
both simulations are time efficient, namely each computational step in one model is
simulated in a constant number of computational steps in the other. This is particularly
useful when one wants to translate a solution from one model into the other, whereas a
translation via a Turing machine squares the time complexity of the new solution. The aim
of this paper is to consider another variant which simplifies the general AHNEP model
such that filters remain associated with nodes but the input and output filters of every node
coincide. This variant called accepting networks of uniform evolutionary processors
(UAHNEP) is situated somehow in between the aforementioned ones. This paper is along
the same lines of (Bottoni et al. 2009a) and extends it with a new simulation between
AHNEP and UAHNEP that is still complexity-preserving. Moreover and rather unex-
pectedly, this simulation also preserves the completeness of the simulated network, a
property that does not always hold for the other two simulations.

2 Basic definitions

We start by summarizing the notions used throughout the paper (for more details see
Rozenberg and Salomaa 1997). An alphabet is a finite and nonempty set of symbols. The
cardinality of a finite set A is written card(A). Any finite sequence of symbols from an
alphabet V is called word over V. The set of all words over V is denoted by V* and the
empty word is denoted by ¢. The length of a word x is denoted by x| while alph(x) denotes
the minimal alphabet W such that x € W*.

We say that a rule @ — b, with a,b € V U {¢} and ab # ¢ is a substitution rule if both
a and b are not ¢; it is a deletion rule if a # ¢ and b = ¢; it is an insertion rule if a = ¢ and
b # ¢. The set of all substitution, deletion, and insertion rules over an alphabet V are
denoted by Suby, Dely, and Insy, respectively.

Given a rule ¢ as above and a word w € V*, we define the following actions of ¢ on w:

— If o =a— b € Suby, then
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sy J {ubv: u,v € V* (w = uav)},
o (w) = { {w}, otherwise

Note that a rule as above is applied to all occurrences of the letter a in different copies of
the word w. An implicit assumption is that arbitrarily many copies of w are available.
{uv: Ju,v € V* (w = uav)},

- If 6 =a— ¢ € Dely, then ¢*(w) = { {w}. otherwise

roy = { o mmwel gy { (5w,

{w}, otherwise {w}, otherwise

- If o=¢—aclnsy, then o*(w)={uav: Ju,v € V* (w=uv)}, o"(w) = {wa},
ol(w) = {aw}.

o € {*,1,r} expresses the way of applying a deletion or insertion rule to a word, namely at
any position (o = %), in the left (¢ =1/), or in the right (x = r) end of the word,
respectively. For every rule o, action o € {x,[,r}, and L C V*, we define the a-action of ¢

on L by ¢*(L) = |J o*(w). Given a finite set of rules M, we define the « -action of M on
weL

the word w and the language L by:

M*(w) = U *(w) and M*(L) = U M*(w),

oceEM weL

respectively. By convention we set (*(w) = {w}. In what follows, we shall refer to the
rewriting operations defined above as evolutionary operations since they may be viewed as
linguistic formulations of local DNA mutations.

For two disjoint subsets P and F of an alphabet V and a word z over V, we define the
predicates:

(p(s) (z;P,F) = P C alph(z) A FnNalph(z) =10
@™ (z;P,F) = (P #0) — (alph(z) NP #0) A FnNalph(z) = 0.

The construction of these predicates is based on random-context conditions defined by the
two sets P (permitting contexts/symbols) and F (forbidding contexts/symbols). Informally,
the first condition ((s) stands for strong) requires that all permitting symbols are present in
z and no forbidding symbol is present in z, while the second one ((w) stands for weak) is a
weaker variant of the first, requiring that at least one permitting symbol appears in z and no
forbidding symbol is present in z. For every language L C V* and f§ € {(s),(w)}, we
define:

o’ (L,P,F) ={z € L|¢"(zPF)}.
An evolutionary processor over V is a tuple (M, PI, FI, PO, FO), where:

— M is a set of substitution, deletion or insertion rules over the alphabet V. Formally:
(M C Suby) or (M C Dely) or (M ClInsy). The set M represents the set of
evolutionary rules of the processor. As one can see, a processor is “specialized” in
one evolutionary operation only.

— PILLFICYV are the input permitting/forbidding contexts of the processor, while
PO, FO C V are the output permitting/forbidding contexts of the processor. Informally,
the permitting contexts sets of symbols that should be present in a word, for it enters/
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leaves the processor, while the forbidding contexts sets of symbols that should not be
present in a word for it enters/leaves the processor.

An evolutionary processor as above with PI = PO = P and FI = FO = F is called a
uniform evolutionary processor and is defined as the triple (M, P, F). We denote the set of
(uniform) evolutionary processors over V by (U)EPy. Obviously, the (uniform) evolu-
tionary processor described here is a mathematical concept similar to that of an evolu-
tionary algorithm, both being inspired by the Darwinian evolution. The rewriting
operations we have considered might be interpreted as mutations and the filtering process
described above might be viewed as a selection process. Recombination is missing but it
was asserted that evolutionary and functional relationships between genes can be captured
by taking only local mutations into consideration (Sankoff et al. 1992). Furthermore, we
are not concerned here with a possible biological implementation of these processors,
though it is a matter of great importance.

An accepting hybrid network of evolutionary processors (AHNEP for short) is a 7-tuple
I'=(V,U,G,N,a,pB,x1,x0), where:

e Vand U are the input and network alphabets, respectively, V C U.

e G = (Xg,Eg) is an undirected graph without loops, with the set of nodes X and the set
of edges Es. Each edge is given in the form of a binary set. G is called the underlying
graph of the network.

e N :X;— EPy is a mapping which associates with each node x € X; the
evolutionary processor N'(x) = (M,, PI,, FI,, PO,, FO,).

o o:Xs— {*1,r}; a(x) gives the action mode of the rules of node x on the words
existing in that node.

o f:Xc— {(s),(w)} defines the type of the input/output filters of a node. More
precisely, for every node, x € X, the following filters are defined:

input filter : p (-) = ™ (., PI., FL,),
output filter : 7,(-) = @Y (-; POy, FO,).

That is, p.(z) (resp. t,) indicates whether or not the word z can pass the input (resp. output)
filter of x. More generally, p.(L) (resp. 7,(L)) is the set of words of L that can pass the input
(resp. output) filter of x.

e x;and xp € X are the input node, and the output node, respectively, of the AHNEP.

An accepting hybrid network of uniform evolutionary processors (abbreviated as
UAHNEP) is an AHNEP with uniform evolutionary processors only.

An accepting hybrid network of evolutionary processors with filtered connections
(shortly AHNEPFC) is an 8-tuple I' = (V,U,G, R, N ,a, B,x;,x0), where:

e V, U, G, a, x5, and xp have the same meaning as for AHNEPs.

o R:Xg— 25v y2Pelu y2imu is a mapping which associates with each node the set
of evolutionary rules that can be applied in that node. As above, each node is associated
only with one type of evolutionary rules.

e N :E; — 2Y x 2V is a mapping which associates with each edge e € E; the disjoint
sets N'(e) = (P, F.), P.,F. C U.

o fB:Ez— {(s),(w)} defines the filter type of an edge.

Figure 1 makes the differences between the three variants as well as the gradual way of
passing from the (intuitively) more complex variant to the simplest one clearer. In this
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figure, we sketch two connected nodes (represented by circles) for every variant and the
filters associated with them or with their connection.

For all three variants we say that card(Xc) is the size of I'. When we want to refer to any
of the three variants we use the notation [UJAHNEP[FC].

A configuration of an [UJAHNEP[FC] T as above is a mapping C : X — 2" which
associates a set of words with every node of the graph. A configuration may be understood
as the sets of words which are present in any node at a given moment. A configuration can
change either by an evolutionary step or by a communication step.

An evolutionary step is common to all models. When changing by an evolutionary step
each component C(x) of the configuration C is changed in accordance with the set of
evolutionary rules M, associated with the node x and the way of applying these rules a(x).
Formally, we say that the configuration C’ is obtained in one evolutionary step from the
configuration C, written as C = (', if and only if

C'(x) = M*9(C(x)) for all x € X.

A communication step is common to AHNEP and UAHNEP. When changing by a
communication step, each node processor x € X of an [UJAHNEP sends one copy of each
word it has (without keeping any copy of it), which is able to pass the output filter of x, to
all the node processors connected to x and receives all the words sent by any node
processor connected with x provided that they can pass its input filter. Formally, we say
that the configuration C’ is obtained in one communication step from configuration C,
written as C F C', if and only if

C'(0) = (C\nC@NU |J @) npcr)

{xy}€Eqg

Fig. 1 Processors and filters in

different types of AHNEPs PI, FI,

PO, |—_L| FO,
PI, g FI, PO, FO,

Processors connected in an AHNEP

@—D PT Py
F, Ey
Processors connected in an UAHNEP.
The two filters of each node in an AHNEP collapsed into only one.

Prayy

O——0

Flayy

Processors connected in an AHNEPFC
The filters in the ends of each edge of an UAHNEP collapsed into only one.
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for all x € Xi. Note that words which leave a node are eliminated from that node. If they
cannot pass the input filter of any node, they are lost.

When changing by a communication step, each node processor x € X of an AHNEPFC
sends one copy of each word it has to every node processor y connected to x, provided they
can pass the filter of the edge between x and y. It keeps no copy of these words but receives
all the words sent by any node processor z connected with x providing that they can pass
the filter of the edge between x and z.

Formally, we say that the configuration C’ is obtained in one communication step from
configuration C, written as C + C', iff

C=cx\| U "V, N({xy})

{xy}eke

ul U "), Ny

{x.y}€Es

for all x € Xi. Note that a copy of a word remains in the sending node x only if it is not
able to pass the filter of any edge connected to x.
Let I' be an [UJAHNEP[FC], the computation of I" on the input word z € V* is a

sequence of configurations C((f>, C 52), Céz), ..., where C¥” is the initial configuration of T’
defined by Cf)z) (x1) = {z} and C((f) (x) = 0 for all x € Xg, x # x1, Cg? = Cgf)ﬂ and Cgf)H
F CS)H, for all i >0. By the previous definitions, each configuration C& is uniquely
determined by the configuration 9. A computation as above is said to be an accepting

computation if there exists a configuration in which the set of words existing in the output
node x is non-empty. The language accepted by T is

L(I') = {z € V* | the computation of I" on z is an accepting one}.

We define a time complexity measure on [UJAHNEP[FC]s. To this aim we consider an
[UJAHNEP[FC] I" with the input alphabet V. The time complexity of the halting compu-

tation CY, €\ €l ...C of T on z € V* is denoted by timer (z) and equals m. The time
complexity of I' is the function from f:N to f: N, Timer(n) = max{timer(z) | z €
L(T), |z| = n}. In other words, Timer(n) delivers the maximal number of computational
steps done by I for accepting an input word of length n.

For a function f : N — N we define:

Timeyjaunepirc) (f(n)) = {L | there exists an [UJAHNEP[FC]I"
which accepts L, and ng such that Vn > no(Timer(n) <f(n))}.
In the following sections we show that
Timespnep(f(n)) = Timeyapyee (f(n)) = Timesyneprc (f(n))

for any function f : N — N. The proofs are based on direct simulations of each variant by
the others and these simulations preserve the computational complexity.

3 Direct simulations between AHNEPs and UAHNEPs

As each UAHNEP can be immediately transformed into an AHNEP, we have:
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Proposition 1 Timey,gyep(f(n)) C Timeaunep(f(n)) for any function f : N — N.
The converse is also true, namely:
Proposition 2 Time,gyyep(f (1)) C Timeyagnep(f(n)) for any function f : N — N.

Proof LetI' = (V,U,G,N,a,pB,x,x,) be an AHNEP with the underlying graph G =
(XG,Eg) and Xg = {x1,x2,...,x,} for some n>1. Let further dom( ) ={XeU|
X — Y € M, }. We construct the UAHNEP I = (V,U',G', N, o/, ', x9,x0), where

U'=UUUAUUyUT, Ur={X*|XeU},
UV = {XV ‘XG U}a T= {£}U{$i7#ia¢ia¥i | 1§l§l’l},

and the nodes and edges of G’ are defined as in Tables 1, 2, 3, 4 and {x?,xi’“” } € Eg.

Case 1. Let x;, 1<i<n—1, be a substitution node. If f(x;) = (w), then the nodes
defined in Table 2 belong to X .
All the edges

_ {xvmrt X}},

- {x”h“k”'” 1} for 1<i<n—1,

- {xl, 2}, {x},x}(Y)} for Y € dom(M,) and 1<i<n—1,
_ {x” Ir(turnl} {X” lrctumz} for l§l§n7 1,

- {x, x5} for1<i<n—1,

_ {x check— out} {x rttum]} {X rcturnz} for 1 <1<n—1

171 l’l 171

_ {xfh“k nut Commue} {xcheck out x2 } forY € dom( ) and 1<i<n—1,

_ {xgmﬁ"“f,x;h“k } for all {x;,x} € Eg, 1 <i#j<n—1,

_ {xIZ( retuml} {x returnz} for Y c dam(Mxl), and 1§l§n—l

belong to E . For a better visualization we refer to Fig. 2.
returnz

If B(x;) = (s), then x[""™ is replaced by p > 1 nodes of the form x; 1 <k <p, where
PO,, ={Z\,2,,...,Z }, p>1. They are presented in Table 3. Furtherrnore, if PO,, =0,
then x[""" is removed. Now an edge between x!, x? and each node x*(Y), Y € dom(M,,),

refumz

on the one hand, and each node x; , on the other hand, is added to Eg .

Case 2. If x;, 1<i<n—1, is an insertion node, then all the nodes, except for
x2(Y), Y € dom(M,,), defined in Tables 2 and 3 belong to X¢. Also all the
edges, except for those incident to x?(Y), Y € dom(M,,), belong to Eg.

Case 3. Let x;, 1<i<n—1, be a deletion node. If f(x;) = (w), then the following
modifications regarding the nodes defined in Table 2 have to be done:

Table 1 Two initial nodes of the UAHNEP simulating an AHNEP

Node M P F o I'4
X {e — £} (£} (Uy UUAUT)\ {£} * (s)
X £ -4} 0 (Uy UUAUT)\ {£, #1} * O
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Table 2 Derived UAHNEP nodes for simulating an AHNEP node
Node M P F o B
xcheckin {$: — #:} PI, (FI, UUy UT)\ {$;, #i} * Bx))
xi {Y=Xy|Y—>XeM,} (%) {&) ax)  (s)
X {# —¢i} Uy T\{¢,#} * W)
% (Y), {#i = &} ) ((YYUTUUY)\{¢: #i} £
Y € dom(M,,)
X Xy - X |XcU} fer 0 * )
heckout {¢— ¥} PO,, FO,UUyU(T\{¢,¥}) * Bx)
x;:ontinue ¥, — $j | {xi«,xj} c EG} 0 T\ ({¥1} U {$j ‘ {)C,‘,Xj} € EG})]] * (s)
e {6 — #i} FOy Uy U{$;,¥; | 1<j<n} * W)
e (& — #:} 1] PO, U{$,,¥; | 1<j<n}UUy * (s)

:L,lgheck—in

returng
i

check—out

Ty

continue
&

Fig. 2 Overall structure of a subnetwork of the UAHNEP simulating a substitution node of the AHNEP

Table 3 Return nodes for the case of strong filtering

Node M P F

e {¢ — #} PO, \{Z} {Z3uUy U8, ¥ | 1<j<n}
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438 P. Bottoni et al.

Table 4 Modified nodes for weak filtering

Node M P F o I
x} {Y=>Y*|Y—eeM,} {#:} {¢.} * ()
x; {Y* - ¢|Y €U} {¢.} 0 a(x;) (s)

— Uy is replaced by U in the filters of the nodes x¢heck=in - 2 yemm - yretum
and x?hec‘k-out'

— Nodes x; and x; are replaced by the nodes in Table 4.

If f(x;) = (s), then Uy is replaced by U in all filters of the nodes x;mmg from Table 3.
Furthermore, if PO,, = ), then x/“*™ is removed. All the corresponding edges in E¢g are
modified accordingly.

The output node xJ is defined as follows: My =M,,, Po =PI, and Fyo = FI,,, with
o (x0) = a(x,), B'(x5) = B(x,). Finally, we add all the edges {x¢”me 01 1<i<n-—1,
to E¢.

We now analyze a computation of I on an input word, say z. In the input node x}, the
symbol £ is inserted at all positions of z in different copies of z. All these words enter x}“"
where the symbol £ is replaced by #,. We start now a simulation of the first evolutionary step
executed by I' on the input word z. More generally, we may assume that the current word is
7= 21722, for some 1 <i<n — 1, placed in xil, and 7,z € U* is placed in x; of Xg.

We suppose that x; is a substitution node in I' and f(x;) = (w). The analysis for the case
when x; is a substitution node in I" and S(x;) = (s) is identical. In x}, an occurrence of some
symbol Y'in z; #;2, is replaced by Xy iff the same occurrence of Y in z;,z, can be replaced by
X in the node x; € Xg. Let y;#;y, be one word obtained after a substitution rule has been
applied to z;#z, in x;. Note that if there exists Y € dom(M,,) such that Y ¢ alph(z,z,), then
Z1#iz2 may go out from x; and enter the following nodes:

o xfheckin phrovided that z)z; can pass the input filter of x; from T,
o XI™™ and x[“™™, provided that z)z> cannot pass the output filter of x; from T,
5
x; ().

It is worth mentioning that in this case also z; z, can stay unchanged for one evolutionary step
inx; € G. We analyze all cases. If z; #,z, goes out from x; and enters x{"““™ then the “ping-

pong” process between x; and x{"““*" may continue either forever or until the word contains a

symbol from Uy. If z; #,z, goes out from x; and enters x;*"*"™

i
pong” process takes place between x;"" or x;*" on the one hand, and x; and x}(Y), on the

other hand. If z; #;z, goes out from x} and enters x,»z(Y), then #;is replaced by ¢;; the new word

21¢,2 is simultaneously sent to all nodes x¢eck=out - T and x/™™2 f it enters x{"“*,

check-out

then ¢; is replaced successively by ¥; (in x; ) and some $; (in x§erinuey such that
{xi,x;} € Eg.The obtained word z;$;z, is sent to xjhe"k”". This situation resembles exactly the

situation when zz; is sent to x; after staying unchanged for one evolutionary step in x;. The
case when z |¢,z2 enters any of the nodes x/“*"" and x“""™ is considered above.

The only case remaining to be analyzed is when z;#;2; is transformed into y; #;y, (either
y1 = z) ory, = 2») after applying a substitution rule in x; . Then y; #;y» is sent out. Its itinerary
through the network is as follows: x7, where #; is replaced by ¢;, then x;, where Xy is replaced

check-in

by X. After leaving x? , the new word, say z/, can enter either x; or at least one of x

and X[ _1f it enters x{"*“**" and consequently x{”"*"*“, then the following computational

or x> then a similar “ping-

return
i
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step in I" was simulated in I": 717, was transformed into Z', by applying a substitution rule
Y — Xinx; € X and 7/ was sent to all the nodes connected to x;. The situation when 7’ enters
one of the nodes x[""™" and x/*™™ corresponds to the situation when z’ cannot pass the output
filter of x; and a new evolutionary step in x; is to be considered. Note that every such
evolutionary step in I can be simulated by I in 6 evolutionary steps and 5 communication
steps.
The last case treated above works entirely well for an insertion node x; in I" no matter its
filters type, while the whole discussion above is still valid for a deletion node x;.
By all the above considerations, we conclude that L(I') = L(I") and Timer (n)
O

€ O(Timer(n)).
4 Direct simulations between AHNEPs and AHNEPFCs

Proposition 3 Timeuynzp(f(n)) C Timespyneprc(f(n)) for any function f : N — N.

Proof LetT = (V,U,G,N,a,p, x1,x,) be an AHNEP with the underlying graph G =
(X6,Eg) and Xg = {x1,x2,...,x,} for some n>1. We construct the AHNEPFC
I'=(V,U,G, RN o, x},x), where

U=Uu{X,X|XeU,ie{l,...,n}}
ULSi|ie{l,...,n}}U{#,$}.

The nodes of the graph G’ = (X[, Ef;), the sets of rules associated with them and the way
in which they are applied, as well as the edges of Ej; together with the filters associated
with them are defined in the following.

First, for every pair of nodes x;,x; from X such that {x;,x;} € Eg we have the
following nodes in T

B H() = 4() -
2 R(2) = (s~ #() =1

and the following edges (the nodes x/ and x; are defined as in Fig. 3):

—— posy | O oxl | opev "
=8t | poqx,) |YoXeMy| F=t8) [
Y eUU ()} z
W@ =r | XeU} b= | d@h) =+
B = (w) o' (x}) = alz)
B = (w)
P=U
P—U.F {X: — X | F = {#}
B = (w) o (zf) = * B=(w) [Y) =
ol g

1

Fig. 3 The basic subnetwork used in the simulation of AHNEPs by AHENPFCs
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{x{,x}J} . P=PO(x), F=FO(x)U{$}, P =px)
{xb,x%} : P=PI(x;), F=FI(xj), B = (w),
{xﬁj,x;} : P=PIx), F=FI(x)U{$,$;}, B =pBx).

For each node x; in T' we add a subnetwork to I'" according to the cases considered in the
sequel.

Case 1. For an insertion or a substitution node x; € X; with weak filters I’ contains the
subnetwork depicted in Fig. 3.

The set of forbidden symbols F on the edge {x{ ,xf} is defined by:

o FO(x;) UPO(x;) U {$;}, if x; is an insertion node
| PO(x;) U{$;}, if x; is a substitution node

Case 2. If x; is an insertion or a substitution node with strong filters we just add the
following nodes to the construction above:

xf’z : R(xf’z) ={e—$1, oc'(xlsfz) =,
and the edges
{%x}:P={$},F={X/| X € U}, = (w),
{xf )CSZ} P_UF— FO(x;) U{Z,$;}, if x; is an insertion node
vee {Z,$;}, if x; is a substitution node

and ' = (w), for all Z € PO(x;).
Case 3. If x; € X is a deletion node, then the construction in Case 1 is modified as
follows:
— The way of applying the rules in node x; is changed to [ if a(x;) = r.
— Parameters of the node x| are now Rx)={X—X|X—eeM,},
o (x}) = .

— A new node is added: x{ with R(x}) = {X¢ — &}, o/ (x}) = a(x;).
—  Parameters of the node x| are now R(x{) {Xd —-X|Xe U} oc’( ) = x.

In this case, the edges are:

xit: P={$}, F={X'|XeU}, B=(w),
x, vx? P=U, F = {#}, B =(w),
xzzax? pP= {#}a F= {$i}a B/ (W)7
x,xip: P=U, F={#}, B =(w),
il P=U, F=10, B = (w),
xf,xf P=FO(x;)), F={$}, B = (w).

Let us follow a computation of I on the input word w € V*. Let us assume that w lies in
the input node x} of I". In the same time, we assume that w is found in x;, the input node of
I'. Inductively, we may assume that a word w is found in some x;, a node of I', as well as in
x} from I".
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In the sequel we consider two cases: x; is a substitution or a deletion node. Since the
reasoning for an insertion node is pretty similar to that for a substitution node, it is left to the
reader. Let x; be a substitution node, where a rule Y — X is applied to w producing either
w1 Xwy, if w = wi Yw, or w, if w doesn’t contain Y. Here is the first difference with respect to
an insertion node where every rule that could be applied is actually applied. In I”, the word
w is processed as follows. First w becomes w$; in x, then it can enter x; only. Here it may
become w1 X;w,$;, if w = wy Ywy, oritis left unchanged. Further, w$; can go back to x;, where
another $; symbol is added to its righthand end. Then it returns to x! and the situation above is
repeated. When x; is an insertion node, then this “ping-pong” process cannot happen. On the
other hand, w1 X;w,$; enters x,-z. It is worth mentioning that any word arriving in x,-2 contains at
most one occurrence of X; for some X € U. In x7, all the symbols $; are replaced by # which is
to be deleted in x;. Finally, the current word enters x; where the symbol X, if present, is
rewritten into X. Thus, in node x’,f we have obtained the word w{Xw,, if w = w; Yw,, or w if
wdoesn’t contain Y; all the other words that may be obtained during these five steps either lead
to the same word in x/ or have no effect on the rest of the computation.

The second case to be considered is when x; is a deletion node containing a rule ¥ — ¢;
we will assume that this node is a left deletion node, all the other cases being treated
similarly. In this node, the word w is transformed into w/, if w = Yw/, or is left unchanged,
otherwise. In T” the word is processed as follows. First, in x] a symbol $; is inserted in the
rightmost end of the word. Then the word enters x,~1, where it is transformed into w; Y%w,$; (if
w = wy Ywy, for all the possible wy, w, € U*) or w$; (if Y doesn’t occur in w). After this step,
w$; goes back to xj, where another $; symbol is added. It then returns to x} and the situation
above is repeated. On the other hand, all words w; Y¢w,$; enter x,-z. Again, we mention that
every word arriving in x7 contains at most one occurrence of X? for some X € U. Here all the
symbols $; are replaced by #. The words can now enter x; only, where all the symbols # are
deleted. Further they go to node x}, where the symbol X¢ is deleted, provided that it is the
leftmost one. Otherwise, they are left unchanged. Then each obtained word goes to xf, where
it is transformed back into w, if the symbol X? was not deleted in the previous node, or is left
unchanged. If the word still contains X“, then it goes back to node x} and the above
considerations can be applied again. If the word obtained doesn’t contain any X9 then it is
either w', where w = Yw/, or w; all the other words that we may obtain during these six steps
either lead to the same word in x} or have no effect on the rest of the computation.

In conclusion, if w € U* is a word in the nodes x; of " and x{ of I/, then we can obtain
w' € U* in one processing step of I if and only if we can obtain w’ in the node x} of I in 5
processing steps (if x; is an insertion or substitution node) or in 6 processing steps (if x; is a
deletion node). At this point we note that w’ can leave x; and enter x; in I if and only if w' can
leave x/ and enters x; via the nodes x/; and x7;. If w' can leave x; but cannot enter x; in T, then
it is trapped in x,{f in I"'. Finally, if w’ cannot leave node x;, then it is resent by xf to x; (in the
case of deletion nodes, and insertion and substitution nodes with weak filters) or to the nodes
x%, for all Z € PO(x;) (in the case of insertion and substitution nodes with strong filters);
from this point the process described above is repeated, with the only difference that in the
case of insertion and substitution nodes with strong filters, the role of node x; is played by the
nodes x}*%.

From the above considerations, it follows that I simulates in at most 6 processing steps
and 5 communication steps a processing step of I', and in another 2 processing steps and 3
communication steps a communication step of I. We conclude that L(I') = L(I'"") and
Timer (n) € O(Timer(n)).

The converse of the previous proposition holds.
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Proposition 4 Time,gyeprc(f(n)) C Timeagyep(f(n)) for any function f : N — N.

Proof Let I'=(V,U,G,R,N,a,B,x1,x,) be an AHNEPFC with G = (X¢,Eg), X¢
having n nodes x1,x3, . . ., x,. We construct the AHNEP I = (V,U',G', N, o/, B, x1,%0) ,
where

U = VUXU{Y},X:{X,'J‘ ‘ lél#_/gl’l,l?én, and {x,-,xj} GE(;}
G = (X6 Eg),

X; = {x,,xo}u{xmx;‘i |1<i#j<n,i#n, and {x;,x;} GEG}7
Eg={{x,x1;} |2<i<n}U {{x,-J-,x;J} | lgi#jgn,i#n}

ol l1<iti<ni<j#k<n}

u{{d,xo}1isn-1},

and the other parameters defined as follows:
e nodex;:M={e—X;;|2<i<n},
- PI=V,FI=X,PO=X, FO=0,
- o =x f=w).
e nodes x;j, | <i#j<ni#n:M=TR(x),
- PI={Xi;}, FI = X\ {X;;}, PO = Py,
of = a(x;), = B({xi,x}).

e nodes x;, 1<i#j<n,i#n

FO = Fy,

X} Xt

M= {XU—>X],;<\1§I<§n,k7éJ}, 1f]<l’l
{Xi:/‘ — Y}, 1f]=n
- PI={X;;}, FI=X\{X,}, PO=(XU{Y})\{X;;}, FO=10,

— A= f = (W),
e nodexp:M=0, PI={Y}, FI=0, PO=1, FO =1,
- o =% = (s)

Any computation in I on an input word w € V* produces in x; all words w;X 1,iW2
with wy, wy € V* such that w = wyw, and 2 <i<n provided that {x;,x;} € Eg. Each
word containing X, ; enters x; ;. In a more general setting, we assume that a word
v1Xiy2, ¥1,¥2 € V*, enters x;; at a given step of the computation of I" " on w. This
means that y = y;y, enters x; at a given step of the computation of I" on w. Let y be
transformed into z = 7,7, in node x; and z can pass the filter on the edge between x; and
x;. Let us further assume that y, is transformed into z,, p = 1,2. This easily implies
that y X; ;y, is transformed into z1X;;z> in node x;; and 71X ;z> can pass the output filter
of x;;. Note that the converse is also true. Now, z,X;,z2, j # n, enters x} J where all
words 71X xz2, with 1 <k # j<n and {xj,x} € Eg, are produced. Each word z,X; ;2>
enters x;; and the process of simulating the computation in I" resumes. On the other
hand, z;X;,z, enters x;.,, where X;, is replaced by Y. All words produced in xﬁ‘”, for
some 1 <i<n — 1, enter xp and the computation ends. Note that by the considerations
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above, a word enters x;, if and only if a word from x; was able to pass the filter on the
edge between x; and x,, in T".

Note that two consecutive steps (evolutionary and communication) in I' are simu-
lated by four steps (two evolutionary and two communication) in I". Therefore, L(T') =
L(I"") and Timey (n) € O(Timer(n)). hold O

As a direct consequence of the results presented in the previous two sections we can
state the main result of this paper:

Theorem 1

Timespyep (f (ﬂ)) = Timeyauner (f(")) = Timepneprc (f(n))

for any function f : N — N.

5 Simulations preserving complexity and the shape

The simulations presented above may lead to underlying graphs of the simulating networks
that differ very much from the underlying graphs of the simulated networks. However, it
looks like there is some form of duality between edges and nodes in the simulations. In
network theory, some types of underlying graphs are common like rings, stars, grids, etc.
Networks of evolutionary words processors, seen as language generating or accepting
devices, having underlying graphs of these special forms have been considered in several
papers, see, e.g., (Martin-Vide and Mitrana 2005) for an early survey. On the other hand, in
almost all works reported so far AHNEPs and AHNEPFCs have complete underlying
graphs.

Simulations preserving the type of the underlying graph of the simulated network
(together with its computational complexity) represent, in our view, a matter of interest.
We briefly discuss here the case of networks with a complete underlying graph. Starting
from the observation that every AHNEPFC can be immediately transformed into an
equivalent AHNEPFC with a complete underlying graph (the edges that are to be added are
associated with filters which make them useless), we may immediately state that Propo-
sition 3 holds for complete AHNEPs and AHNEPFCs as well.

Theorem 2 If a language is accepted by a complete AHNEP in O(f (n)) time, then it is
accepted by a complete AHNEPFC in O(f(n)), for any function f : N — N.

A stronger result that can be obtained directly from the proof of Proposition 2 is:

Theorem 3 For any function f : N — N, a language is accepted by a complete AHNEP
in O(f(n)) time, if and only if it is accepted by a complete UAHNEP in O(f (n)).

Proof 1t suffices to complete the underlying graph G’ of I" in the proof of Proposition 2.
Apart from the considerations in that proof, it should be mentioned that the following
situation may happen. Although a word, say z, enters at some moment x; in I and cannot
leave x; unchanged, the corresponding word in I” can go out from x{"“*_enters some
x7(Y), then x¢heck=out - ycontinue “and finally x{"** for some 1<j # i <n — 1. However, if
this may happen, then z should be in x; and x; at the same time because I" is a complete
AHNEP. Therefore, this fact does not influence the accepted language of T". (I

Although it is true that every AHNEDP is equivalent to a complete AHNEP (every Turing
machine can be simulated by a complete AHNEP), we do not know a simple and direct
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transformation as that for AHNEPFCs. Therefore, a direct simulation of complete
AHNEPFC by complete AHNEP remains open. Furthermore, simulations preserving
complexity as well as the type of the underlying graph remain to be further investigated.

6 Final remarks

The language decided by an AHNEP and AHNEPFC is defined in (Margenstern et al.
2005) and (Dragoi et al. 2007), respectively. In a similar way the language decided by an
UAHNERP can be defined. It is easy to note that the construction in the proof of Proposition
4 works for the decided languages as well. However, in the proofs of Propositions 2 and 3,
I does not detect the non-accepting halting computations of I, since configurations
obtained in consecutive processing steps of I" are not obtained here in consecutive pro-
cessing steps. Thus I doesn’t necessarily decide the language decided by T. It is known
from the simulation of Turing machines by AHNEPs and AHNEPFCs (Manea et al. 2007;
Dragoi and Manea 2008) that the languages decided by AHNEPs can be also decided by
AHNEPFCs. By a similar construction to those from (Manea et al. 2007; Dragoi and
Manea 2008), one may prove that any recursive language can be decided by UAHNEPs.
Under these circumstances, the following problem is legitimate: Can the constructions
from the proofs of Propositions 3 and 2 be modified for a direct simulation of AHNEPs
halting on every input? Finally, as the networks of evolutionary picture processors intro-
duced in (Bottoni et al. 2009b) do not have insertion nodes, it would be of interest to find
direct simulations for these devices. In other words, can we simulate networks having all
nodes of just one or two types out of the three without introducing nodes of the missing

type(s)?

Acknowledgements This work was supported by the Academy of Finland, projects 132727, 122426, and
108421. F. Manea acknowledges the support from the Alexander von Humboldt Foundation. J Sempere
acknowledges the support from the Spanish Ministerio de Educacién y Ciencia project TIN2007-60769.

References

Alhazov A, Bel Enguix G, Rogozhin Y (2009a) Obligatory hybridnetworks of evolutionary processors. In:
International conference on agents and artificial intelligence (ICAART 2009), pp 613-618

Alhazov A, Csuhaj-Varj E, Martn-Vide C, Rogozhin Y (2009b) On the size of computationally complete
hybrid networks ofevolutionaryprocessors. Theor Comput Sci 410:3188-3197

Bottoni P, Labella A, Manea F, Mitrana V, Sempere J (2009a) Filter position in networks of evolutionary
processors does not matter: a direct proof. In: Proc. 15th international meeting on DNA computing and
molecular programming. 8-11 June 2009, Fayetteville, Arkansas

Bottoni P, Labella A, Mitrana V, Sempere JM (2009b) Networks of evolutionary picture processors with
filtered connections. In: Unconventional computation, 8th international conference (UC 2009), LNCS,
vol 5715. Springer, Heidelberg, pp 70-84

Castellanos J, Martin-Vide C, Mitrana V, Sempere J (2001) Solving NP-complete problems with networks
of evolutionary processors. In: International work-conference on artificial and natural neural networks
(IWANN 2001), Lecture notes in computer science, vol 2084, pp 621-628

Csuhaj-Varji E, Mitrana V (2000) Evolutionary systems: a language generating device inspired by evolving
communities of cells. Acta Inform 36:913-926

Csuhaj-Varji E, Salomaa A (1997) Networks of parallel language processors. In: New trends in formal
languages, Lecture notes in computer science, vol 1218, pp 299-318

Dassow J, Truthe B (2007) On the power of networks of evolutionary processors. In: Machines, compu-
tations, and universality (MCU 2007), Lecture notes in computer science, vol 4667, pp 158-169

@ Springer



Complexity-preserving simulations between three variants of AHNEPs 445

Driagoi C, Manea F (2008) On the descriptional complexity of accepting networks of evolutionary pro-
cessors with filtered connections. Int J Found Comput Sci 19:1113-1132

Dragoi C, Manea F, Mitrana V (2007) Accepting networks of evolutionary processors with filtered con-
nections. J Univers Comput Sci 13:1598-1614

Errico L, Jesshope C (1994) Towards a new architecture for symbolic processing. In: Artificial intelligence
and information-control systems of robots *94, World Scientific, Singapore, pp 31-40

Fahlman SE, Hinton GE, Seijnowski TJ (1983) Massively parallel architectures for AI: NETL, THISTLE
and Boltzmann machines. In: Proc. of the national conference on artificial intelligence, pp 109-113

Hillis W (1985) The connection machine. MIT Press, Cambridge

Manea F, Martin-Vide C, Mitrana V (2007) On the size complexity of universal accepting hybrid networks
of evolutionary processors. Math Struct Comput Sci 17:753-771

Margenstern M, Mitrana V, Perez-Jimenez M (2005) Accepting hybrid networks of evolutionary systems.
In: DNA based computers 10, Lecture notes in computer science, vol, pp 235-246

Martin-Vide C, Mitrana V (2005) Networks of evolutionary processors: results and perspectives. In:
Molecular computational models: unconventional approaches. dea Group Publishing, Hershey,
pp 78-114

Paun G (2000) Computing with membranes. J] Comput Syst Sci 61:108-143

Paun G, Santean L (1989) Parallel communicating grammar systems: the regular case. Ann Univ Bucharest
Ser Matematica Inform 38:55-63

Rozenberg G, Salomaa A (eds) (1997) Handbook of formal languages. Springer—Verlag, Berlin

Sankoff D et al. (1992) Gene order comparisons for phylogenetic inference: evolution of the mitochondrial
genome. Proc Natl Acad Sci USA 89:6575-6579

@ Springer



	Complexity-preserving simulations among three variants of accepting networks of evolutionary processors
	Abstract
	Introduction
	Basic definitions
	Direct simulations between AHNEPs and UAHNEPs
	Direct simulations between AHNEPs and AHNEPFCs
	Simulations preserving complexity and the shape
	Final remarks
	Acknowledgements
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


